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#### Abstract

The classical commutative coding theory has been recently extended to noncommutative rings of polynomial type. There are many interesting works in coding theory over single Ore extensions. In this review article we present the most relevant algebraic tools and properties of single Ore extensions used in noncommutative coding theory. The last section represents the novelty of the paper. We will discuss the algebraic sets arising in noncommutative coding theory but for skew PBW extensions. These extensions conform a general class of noncommutative rings of polynomial type and cover several algebras arising in physics and noncommutative algebraic geometry, in particular, they cover the Ore extensions of endomorphism injective type and the polynomials rings over fields.
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## 1. Introduction

The algebraic tools involved in the study of commutative coding theory have been recently extended to noncommutative skew cyclic codes. The main algebraic object in the classical commutative cyclic coding theory is the $\mathbb{F}$-algebra $\mathbb{F}[x] /\left\langle x^{n}-1\right\rangle$, where $\mathbb{F}$ is a finite field and $\left\langle x^{n}-1\right\rangle$ is the ideal generated by $x^{n}-1$ (see for example [10], [19], [33]). In the skew cyclic coding theory this object is replaced by $A /\left\langle x^{n}-1\right\rangle$, where $A$ is the Ore extension $\mathbb{F}[x ; \sigma]$, with $\sigma$ an automorphism of $\mathbb{F}$, o more general, by $A / A f$, where $A=\mathbb{F}[x ; \sigma, \delta]$, with $\delta$ is a $\sigma$-derivation of $\mathbb{F}$ and $f$ a polynomial of $A$ (see [2]). Even more, the field $\mathbb{F}$ can be replaced by an arbitrary ring $R$ (see [11]).

In this review paper we have in mind two main purposes: To review the basic algebraic tools of the noncommutative coding theory over skew polynomial rings and, using this information, to investigate analogue tools for skew $P B W$ extensions. These extensions conform a general class of noncommutative rings of polynomial type and cover several algebras arising in mathematical physics and noncommutative algebraic geometry, in particular, they cover the Ore extensions of injective type. The focus of this work is algebraic and the paper not should be understood as a contribution to noncommutative coding theory. The novelty of the paper is only in the last section where we extend to skew $P B W$ extensions some results about algebraic sets of Ore extensions arising in coding theory.

The paper is organized as follows: In the second section we will review the most important algebraic tools and the general theory the of skew cyclic codes, i.e., the coding theory over single Ore extensions. In particular, we will consider the following aspects of the classical coding theory, but in the noncommutative context: linear codes, skew cyclic codes, dual codes, generator matrix, parity check matrix, length and dimension of skew codes, similarity of polynomials, Vandermonde and Wronskian matrices, skew algebraic sets, bound of a polynomial, remainder and evaluation codes, maximum rank distance, minimal Hamming distance, linearized polynomials, among others. The structure and properties of skew cyclic codes depend on $R, \sigma, \delta$ and $f$. The most remarkable case with practical applications is when $R=\mathbb{F}$ is a finite field and $\delta=0$ (see [2], [6], [11], [13], [14], [15]). Another key case is when $R=\mathbb{F}(t)$, with $\mathbb{F}$ a finite field and $\delta=0$. We will study first the general theory and tools of the skew cyclic codes for the case when $R=\mathbb{F}$ is a finite field and $A:=\mathbb{F}[x ; \sigma, \delta]$, and after this, we will study the mentioned remarkable particular cases.

In the third section we will review some basic facts about the skew $P B W$ extensions that will use in the last section. The last section is dedicated to extend to skew $P B W$ extensions some of the results presented in the previous sections, more precisely, we will study the algebraic sets, the ideal of points and the relationship between them. Some properties of affine algebraic sets of commutative algebraic geometry will be extended. The results will be illustrated with examples.

## 2. Coding Theory over Single Ore Extensions

Following mainly [2], [3], [11], [13], [14], [16], [17], [20] and [22], we will review in this section the most important algebraic tools and the general theory the of skew cyclic codes, i.e., the coding theory over single Ore extensions. All that we will present in this section is known and have been published before in the specialized literature. For simplicity, we will avoid to indicate the reference from which we have taken a definition or a result, only in some places we will point out the precise reference used.

For completeness, and in order that the non specialized readers can follow this paper, we will include some proofs omitted in the literature.

Let $R$ be a ring, $\sigma$ be an automorphism of $R$ and $\delta$ be a $\boldsymbol{\sigma}$-derivation of $\boldsymbol{R}$, i.e., a function $\delta: R \rightarrow R$ such that $\delta(r+s)=\delta(r)+\delta(s)$ and $\delta(r s)=\sigma(r) \delta(s)+\delta(r) s$, for all $r, s \in R$. With this, we consider the skew polynomial ring $\boldsymbol{R}[\boldsymbol{x} ; \boldsymbol{\sigma}, \delta]$, also called Ore extension ([35]). Recall that $A:=R[x ; \sigma, \delta]$ is a noncommutative ring of polynomial type with rule of multiplication

$$
x r=\sigma(r) x+\delta(r), \text { for every } r \in R
$$

See [34] (or also [27]) for the algebraic and homological properties of skew polynomial rings. Let $f$ be a monic nonzero polynomial of $A$ of degree $n \geq 1, f:=x^{n}+f_{n-1} x^{n-1}+\cdots+f_{0}$, and let $A f$ be the left ideal of $A$ generated by $f$. We consider the left $A$-module $A / A f$; note that $A / A f$ is a left $R$-module with the canonical product $r \cdot \bar{a}:=\overline{r a}$, for all $r \in R$ and $a \in A$. Since $f$ is monic, we have the following isomorphism of left $R$-modules:

$$
\begin{equation*}
\mathfrak{p}_{f}: R^{n} \rightarrow A / A f, \quad\left(r_{0}, r_{1}, \ldots, r_{n-1}\right) \mapsto \sum_{i=0}^{\overline{n-1} r_{i} x^{i}} \tag{2.1}
\end{equation*}
$$

Indeed, it is clear that $\mathfrak{p}_{f}$ is an $R$-homomorphism; let $\left(r_{0}, r_{1}, \ldots, r_{n-1}\right) \in \operatorname{ker}\left(\mathfrak{p}_{f}\right)$, then there exists $a \in A$ such that $\sum_{i=0}^{n-1} r_{i} x^{i}=a f$, assume that $a \neq 0$, let $a:=a_{m} x^{m}+\cdots+a_{0}$, with $m \geq 0$ and $a_{m} \neq 0$, then

$$
\sum_{i=0}^{n-1} r_{i} x^{i}=\left(a_{m} x^{m}+\cdots\right)\left(x^{n}+\cdots\right)=a_{m} x^{m+n}+\cdots
$$

a contradiction. So, $a=0$ and hence $r_{i}=0$ for $0 \leq i \leq n-1$. This proves that $\mathfrak{p}_{f}$ is a monomorphism. Now let $g \in A$, since $f$ is monic there exists $q \in A$ such that $g=q f+h$, where $h \in A$ with $h=0$ or $\operatorname{deg}(h)<n-1$, whence $\bar{g}=\bar{h}$. This proves that $\mathfrak{p}_{f}$ is an epimorphism.

Definition 2.1. Let $R$ be a ring and $A:=R[x ; \sigma, \delta]$ be as before.
(i) An $\boldsymbol{R}$-linear code $\mathfrak{C}$ is a submodule of the left $R$-module $R^{n}$. The elements of $R^{n}$ are called words.
(ii) A module $(\boldsymbol{\sigma}, \boldsymbol{\delta}, \boldsymbol{f})$-skew cyclic code $\mathcal{C}$ is a left $A$-submodule of $A / A f$. If $f=x^{n}-r$ or $f=x^{n}-1$, the codes are called module $(\sigma, \delta, r)$-skew constacyclic or module $(\sigma, \delta)$-skew cyclic, respectively. The polynomial $f$ is the modulus of the module skew cyclic code $\mathcal{C}$.
(iii) If $f$ is a two-sided polynomial, i.e., $A f=f A$, then a module skew cyclic code is called an ideal skew cyclic code.

Remark 2.2. (i) Fixing $R, \sigma, \delta$ and $f$, we will simply talk about skew cyclic codes. Observe that if $\mathcal{C}$ is a skew cyclic code, then $\mathfrak{p}_{f}^{-1}(\mathcal{C})$ is an $R$-linear code. In some papers a skew cyclic code is defined as an $R$-linear code $\mathfrak{C}$ such that $\mathfrak{p}_{f}(\mathfrak{C})$ is a submodule of the left $A$-module $A / A f$ (see [11]). This is because
there exists a bijective correspondence between
the collection of $R$-linear codes such that its images by $\mathfrak{p}_{f}$ are submodules of the left $A$-module $A / A f$ and the collection of skew cyclic codes.
(ii) Consider the particular case when $\delta=0$ and $f=x^{n}-1$. Then, $\mathcal{C}$ is a skew cyclic code if and only if

$$
\left(r_{0}, r_{1}, \ldots, r_{n-1}\right) \in \mathfrak{p}_{f}^{-1}(\mathcal{C}) \Longrightarrow\left(\sigma\left(r_{n-1}\right), \sigma\left(r_{0}\right), \ldots, \sigma\left(r_{n-2}\right)\right) \in \mathfrak{p}_{f}^{-1}(\mathcal{C})
$$

In fact, observe that $\left(\sigma\left(r_{n-1}\right), \sigma\left(r_{0}\right), \ldots, \sigma\left(r_{n-2}\right)\right)=\mathfrak{p}_{f}^{-1}\left(\overline{x\left(r_{0}+r_{1} x+\cdots+r_{n-1} x^{n-1}\right)}\right)$. The name given to codes as cyclic codes is justified in the particular case when $|\sigma|=n$.

Definition 2.3. For $Z:=\left(z_{1}, \ldots, z_{n}\right), Z^{\prime}:=\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right) \in R^{n}$, the inner product of $Z$ and $Z^{\prime}$ in $R^{n}$ is defined as

$$
Z \cdot Z^{\prime}:=z_{1} z_{1}^{\prime}+\cdots+z_{n} z_{n}^{\prime}
$$

Let $\mathfrak{C}$ be an $R$-linear code. The dual code of $\mathfrak{C}$, denoted $\mathfrak{C}^{\perp}$, is the $R$-linear code defined by

$$
\mathfrak{C}^{\perp}:=\left\{Z \in R^{n} \mid Z \cdot Z^{\prime}=0, \text { for all } Z^{\prime} \in \mathfrak{C}\right\} .
$$

The $R$-linear code $\mathfrak{C}$ is self-orthogonal if $\mathfrak{C} \subseteq \mathfrak{C}^{\perp}$. $\mathfrak{C}$ is self-dual if $\mathfrak{C}=\mathfrak{C}^{\perp}$.
Definition 2.4. Let $\mathcal{C}$ be a skew cyclic code. The dual code of $\mathcal{C}$, denoted $\mathcal{C}^{\perp}$, is the $R$-linear code $\mathfrak{C}^{\perp}$, where $\mathfrak{C}:=\mathfrak{p}_{f}^{-1}(\mathcal{C})$.

Remark 2.5. Observe that if $\mathcal{C}$ be a skew cyclic code, then $\mathcal{C}^{\perp}:=\mathfrak{C}^{\perp}$ is not necessarily a skew cyclic code, i.e., $\mathfrak{p}_{f}\left(\mathcal{C}^{\perp}\right)=\mathfrak{p}_{f}\left(\mathfrak{C}^{\perp}\right)$ could not be a submodule of $A / A f$. In Subsection 2.3 we will consider a particular situation in which this $\mathcal{C}^{\perp}$ is a skew linear code.

From now on in this paper we will assume that $R$ is an $\boldsymbol{I B N}$ ring (Invariant Basis Number), i.e., if $M$ is a free left $R$-module of finite bases, then all bases of $M$ have the same number of elements (see [21] or also [25]). With this in mind, we recall next the notion of generator matrix for $R$-linear codes. In the next subsection we will present this notion for skew cyclic codes over finite fields.

Definition 2.6. Let $\mathfrak{C}$ be an $R$-linear code of $R^{n}$. Assume that $\mathfrak{C}$ is $R$-free of finite dimension $s$ and let $X:=\left\{v_{1}, \ldots, v_{s}\right\}$ be a $R$-basis of $\mathfrak{C}$, with $v_{i}:=\left(v_{i 1}, \ldots, v_{i n}\right) \in \mathfrak{C} \subseteq R^{n}, 1 \leq i \leq s$. The generator matrix of $\mathfrak{C}$ with respect to $X$, denoted $G_{X}(\mathfrak{C})$, is defined by

$$
G_{X}(\mathfrak{C}):=\left[\begin{array}{ccc}
v_{11} & \cdots & v_{1 n} \\
\vdots & \cdots & \vdots \\
v_{s 1} & \cdots & v_{s n}
\end{array}\right] \in M_{s \times n}(R) .
$$

It is clear that the structure and properties of skew cyclic codes depend on $R, \sigma, \delta$ and $f$. The most remarkable case with practical applications is when $R=\mathbb{F}$ is a finite field and $\delta=0$ (see [2], [6], [11], [13], [14], [15]). Another key case is when $R=\mathbb{F}(t)$, with $\mathbb{F}$ a finite field and $\delta=0$. We will study first the general theory and tools of the skew cyclic codes for the case when $R=\mathbb{F}$ is a finite field and $A:=\mathbb{F}[x ; \sigma, \delta]$, and after this, we will study the mentioned remarkable cases.

### 2.1 Main Tools of the Skew Cyclic Coding Theory

Let $\mathbb{F}$ be a finite field of characteristic $q, \sigma$ be an automorphism of $\mathbb{F}$ and $\delta$ be a $\sigma$-derivation of $\mathbb{F}$. We will recall in the present subsection the general theory and the main tools involved in the study of the skew cyclic codes over the Ore extension $A:=\mathbb{F}[x ; \sigma, \delta]$. We fix the modulus $f \in A$ of degree $n \geq 1$.

### 2.1.1 Basic Definitions and Elementary Facts

(A) Recall that $|\mathbb{F}|=q^{k}$, where $k:=\operatorname{dim}_{\mathbb{Z}_{q}}(\mathbb{F})$ and $\mathbb{Z}_{q}$ is the prime subfield of $\mathbb{F}$ (see [38], or also [26]); up to isomorphism, $\mathbb{F}$ consists of the roots of the polynomial $z^{q^{k}}-z ; \operatorname{Aut}(\mathbb{F}) \cong \mathbb{Z}_{k}$ and every automorphism is a power of the Frobenius automorphism defined by

$$
\begin{equation*}
\phi: \mathbb{F} \rightarrow \mathbb{F}, \quad z \mapsto z^{q}, \quad z \in \mathbb{F} . \tag{2.2}
\end{equation*}
$$

$\delta$ is necessarily a $\boldsymbol{\sigma}$-inner derivation, i.e., there exists $w \in \mathbb{F}$ such that

$$
\begin{equation*}
\delta(z)=w(\sigma(z)-z), \text { for every } z \in \mathbb{F} \tag{2.3}
\end{equation*}
$$

In fact, recall that the group $\mathbb{F}^{*}$ is cyclic generated by any $t$-th primitive root $z_{0}$ of unity, where $t:=q^{k}-1$. Then, for $\sigma \neq i_{\mathbb{F}}, w:=\frac{\delta\left(z_{0}\right)}{\sigma\left(z_{0}\right)-z_{0}}$ is the claimed element since given $z \in \mathbb{F}^{*}$ there exists $l \geq 1$ such that $z=$ $z_{0}^{l}$ and (2.3) can be proved by induction on $l$. If $\sigma=i_{\mathbb{F}}$, then $\delta=0$ : Indeed, $\delta\left(z_{0}^{q}\right)=q z_{0}^{q-1} \delta\left(z_{0}\right)=0$ and $z_{1}:=z_{0}^{q}$ also generates $\mathbb{F}^{*}$ since $\operatorname{gcd}\left(q, q^{k}-1\right)=1$, whence for every $z \in \mathbb{F}, \delta(z)=\delta\left(z_{1}^{l}\right)=l z_{1}^{l-1} \delta\left(z_{1}\right)=0$.
(B) Since $A$ is a left (and right) euclidean domain, then $A$ is a left (and right) principal ideal domain, and consequently, a left (and right) noetherian domain (see [34], or also [27]). Hence, a skew cyclic code has the form $A g / A f$, for some $g \in A$ with $A f \subseteq A g$. Thus, there exists $h \in A$ such that $f=h g$, i.e., $g$ is a right divisor of $f$, and we write $\left.g\right|_{r} f$. Therefore,
there exists a bijective correspondence between the skew cyclic codes and the monic right divisors of $f$.
(C) Observe that the skew cyclic code $A g / A f$ is a $\mathbb{F}$-vector of dimension $\operatorname{deg}(f)-\operatorname{deg}(g) . A g / A f$ is a subspace of the $\mathbb{F}$-vector space $A / A f$ which has dimension $n=\operatorname{deg}(f)$. There are two trivial skew cyclic codes: $A / A f$ of dimension $n$ and $A f / A f$ of dimension 0 .

Definition 2.7. Let $\mathcal{C}:=A g / A f$ be a skew cyclic code.
(i) The length of $\mathcal{C}$ is $n$.
(ii) $s:=\operatorname{deg}(f)-\operatorname{deg}(g)=\operatorname{dim}_{\mathbb{F}}(\mathcal{C})$ is the dimension of $\mathcal{C}$.
(iii) The generator matrix of $\mathcal{C}$, denoted $G(\mathcal{C})$, is the matrix of $M_{s \times n}(\mathbb{F})$ defined by the coefficients of $g, x g, \ldots, x^{s-1} g$, disposed by rows and completing with zeros.
Proposition 2.8. Let $\mathcal{C}:=A g / A f$ be a skew cyclic code of dimension s. Then, $\mathfrak{C}:=\mathfrak{p}_{f}^{-1}(\mathcal{C})$ is a $\mathbb{F}$-linear code of dimension $s$ and there exists a basis $X$ of $\mathfrak{C}$ such that $G(\mathcal{C})=G_{X}(\mathfrak{C})$.

Proof. Since $\mathfrak{p}_{f}^{-1}$ is a $\mathbb{F}$-isomorphism, then $\mathfrak{C}$ is a $\mathbb{F}$-linear code of dimension $s$, moreover, $Y$ is a $\mathbb{F}$-basis of $\mathcal{C}$ if and only if $\mathfrak{p}_{f}^{-1}(Y)$ is a $\mathbb{F}$-basis of $\mathfrak{C}$. In the $\mathbb{F}$-vector space $A / A f$, observe that $Y:=\left\{\bar{g}, \overline{x g}, \ldots, \overline{x^{s-1} g}\right\}$ is a $\mathbb{F}$-basis of $\mathcal{C}$ : In fact, since $A$ is domain, $Y$ has exactly $s$ elements, moreover, if $z_{1}, \ldots, z_{s-1} \in \mathbb{F}$ are such that $z_{0} \bar{g}+z_{1} \overline{x g}+\cdots+z_{s-1} \overline{x^{s-1} g}=\overline{0}$, then $\left(z_{0}+z_{1} x+\cdots+z_{s-1} x^{s-1}\right) g=p f$, for some $p \in A$, but since $s+\operatorname{deg}(g)=n$, we conclude that $p=0$, so $z_{0}=\cdots=z_{s-1}=0$.

Now let $X:=\mathfrak{p}_{f}^{-1}(Y)=\left\{v_{0}, \ldots, v_{s-1}\right\}$, where $v_{i}:=\mathfrak{p}_{f}^{-1}\left(\overline{x^{i} g}\right)=\left(v_{i 1}, \ldots, v_{i n}\right)$ and $v_{i 1}, \ldots, v_{\text {in }}$ are the coefficients of $x^{i} g, 0 \leq i \leq s-1$.
Now it is clear that $G(\mathcal{C})=G_{X}(\mathfrak{C})$.
Proposition 2.9. Let $\mathfrak{C}$ be a $\mathbb{F}$-linear code with $\operatorname{dim}_{\mathbb{F}}(\mathfrak{C})=s$.
(i) $\operatorname{dim}_{\mathbb{F}}\left(\mathfrak{C}^{\perp}\right)=n-s$. Moreover, there exists a $\mathbb{F}$-basis $X^{\perp}$ of $\mathfrak{C}^{\perp}$ such that $G_{X \perp}\left(\mathfrak{C}^{\perp}\right) Z^{T}=0$, for every $Z^{\prime} \in \mathfrak{C}$. In particular, $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right) G_{X}(\mathfrak{C})^{T}=0$.
(ii) $\left(\mathfrak{C}^{\perp}\right)^{\perp}=\mathfrak{C}$.
(iii) Let $Z^{\prime} \in \mathbb{F}^{r}$. Then, $Z^{\prime} \in \mathfrak{C}$ if and only if $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right) Z^{\prime T}=0$.

It is said that $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right)$ is a parity check matrix of $\mathfrak{C}$.
Proof. (i) Since $\mathbb{F}$ is a field, it is clear that every $\mathbb{F}$-linear code has a finite $\mathbb{F}$-basis, thus, $\mathfrak{C}^{\perp}$ has a finite $\mathbb{F}$-basis $X^{\perp} \subseteq \mathbb{F}^{n}$; of course $X^{\perp}$ satisfies $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right) Z^{\prime T}=0$, for every $Z^{\prime} \in \mathfrak{C}$. In particular, $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right) G_{X}(\mathfrak{C})^{T}=0$. Only remains to show that $X^{\perp}$ has $n-s$ elements. Let $l$ be the size of $X^{\perp}$, we consider the $\mathbb{F}$-linear operator

$$
\begin{aligned}
\mathbb{F}^{n} & \xrightarrow{T} \mathbb{F}^{s} \\
Z & \mapsto\left(Z \cdot Z_{1}, \ldots, Z \cdot Z_{s}\right),
\end{aligned}
$$

where $X:=\left\{Z_{1}, \ldots, Z_{s}\right\}$ is a $\mathbb{F}$-basis of $\mathfrak{C}$. Observe that $\operatorname{ker}(T)=\mathfrak{C}^{\perp}$ and $\operatorname{Im}(T)$ is the $\mathbb{F}$-space generated by the columns of $G_{X}(\mathfrak{C})$. From this we get that $n=l+s$, so $l=n-s$.
(ii) It is clear that $\mathfrak{C} \subseteq\left(\mathfrak{C}^{\perp}\right)^{\perp}$, but from (i), $\operatorname{dim}_{\mathbb{F}}\left(\left(\mathfrak{C}^{\perp}\right)^{\perp}\right)=n-(n-s)=s$, so $\mathfrak{C}=\left(\mathfrak{C}^{\perp}\right)^{\perp}$.
(iii) $\Rightarrow$ ): Evident.
$\Leftarrow)$ : From $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right) Z^{\prime T}=0$ we get that $Z^{\prime} \in\left(\mathfrak{C}^{\perp}\right)^{\perp}=\mathfrak{C}$.
(D) Given two polynomials $g_{1}, g_{2} \in A$, not both zero, there exists a unique monic polynomial $d \in A$ such that $\left.d\right|_{r} g_{1},\left.d\right|_{r} g_{2}$ and if $h \in A$ is such that $\left.h\right|_{r} g_{1},\left.h\right|_{r} g_{2}$, then $\left.h\right|_{r} d$. In fact, $d$ is the monic generator of the left ideal $A g_{1}+A g_{2}$, i.e., $A d=A g_{1}+A g_{2}$. The polynomial $d$ is called the greatest common right divisor of $g_{1}$ and $g_{2}$, denoted by $\operatorname{gcrd}\left(g_{1}, g_{2}\right)$. We say that $g_{1}, g_{2}$ are relatively rightprime if $d=1$. Now we assume that $g_{1}, g_{2} \in A$ are nonzero, then there exists a unique monic polynomial $l \in A$ such that $\left.g_{1}\right|_{r} l,\left.g_{2}\right|_{r} l$, and if $h \in A$ is such that $\left.g_{1}\right|_{r} h,\left.g_{2}\right|_{r} h$, then $\left.l\right|_{r} h$. In fact, $l$ is the monic generator of $A g_{1} \cap A g_{2}$, i.e., $A l=A g_{1} \cap A g_{2}$. We denote $l=\operatorname{lclm}\left(g_{1}, g_{2}\right)$ and $l$ is called the least common left multiple of $g_{1}$ and $g_{2}$. In [35] has been proved that

$$
\begin{equation*}
\operatorname{deg}\left(g_{1}\right)+\operatorname{deg}\left(g_{2}\right)=\operatorname{deg}\left(\operatorname{gcrd}\left(g_{1}, g_{2}\right)\right)+\operatorname{deg}\left(\operatorname{lc} \operatorname{lm}\left(g_{1}, g_{2}\right)\right) . \tag{2.4}
\end{equation*}
$$

Similar definitions and statements are true for the left side.
(E) The following example in [11] shows that a right divisor is not necessarily a left divisor: Let $\mathbb{F}$ be the field of $4=2^{2}$ elements, $\mathbb{F}=\left\{0,1, w, w^{2}\right\}$, then $w^{3}=1$, so $0=(w-1)\left(w^{2}+w+1\right)$, i.e., $w^{2}=-w-1=w+1$; if $\phi$ is the Frobenius authomorphism, then for every $z \in \mathbb{F}, \phi^{2}(z)=z^{4}=z$, i.e, $\phi^{2}=i_{\mathbb{F}}$. Then, in $A:=\mathbb{F}[x ; \phi]$ we have

$$
\left(x^{2}+w x+w\right)(x+w)=x^{3}+w^{2} x+w^{2},
$$

so $x+w$ is a right divisor of $x^{3}+w^{2} x+w^{2}$, but it is not a left divisor: Contrary, let $z_{2} x^{2}+z_{1} x+z_{0} \in A$ such that $(x+w)\left(z_{2} x^{2}+z_{1} x+z_{0}\right)=x^{3}+w^{2} x+w^{2}$, then

$$
x^{3}+w^{2} x+w^{2}=z_{2}^{2} x^{3}+\left(w z_{2}+z_{1}^{2}\right) x^{2}+\left(w z_{1}+z_{0}^{2}\right) x+w z_{0},
$$

therefore

$$
z_{2}^{2}=1, w z_{2}+z_{1}^{2}=0, w z_{1}+z_{0}^{2}=w^{2}, w z_{0}=w^{2},
$$

so $z_{0}=w$ and hence $w z_{1}=0$, i.e., $z_{1}=0$, whence $z_{2}=0$, a contradiction.
(F) Let $g, h \in A$, we say that $g, h$ are right associated, denoted $g \sim_{r} h$, if there exists $u \in A^{*}$ such that $g=u h$. It is clear that this is an equivalence relation. Observe that

$$
g \sim_{r} h \text { if and only if }\left.g\right|_{r} h \text { and }\left.h\right|_{r} g .
$$

In fact, if $g \sim_{r} h$, then $g=u h$, for some $u \in A^{*}$, so $h=u^{-1} g$, whence $\left.g\right|_{r} h$ and $\left.h\right|_{r} g$. Conversely, assume that $\left.g\right|_{r} h$ and $\left.h\right|_{r} g$, then there exist $u, u^{\prime} \in A$ such that $h=u g$ and $g=u^{\prime} h$. Then, $g=u^{\prime} u g$ and $h=u u^{\prime} h$; if $g=0$, then $h=0$ and $g \sim_{r} h$; assume that $g \neq 0$, then $h \neq 0$, whence $1=u^{\prime} u$ and $1=u u^{\prime}$, i.e., $u \in A^{*}$. Therefore, $g \sim_{r} h$.

Left associated polynomials are defined similarly. Observe that these definitions are not left-right symmetric. In the next item we will consider a close related notion which is left-right symmetric.
(G) Let $g, h \in A$, we say that $g, h$ are left similar, denoted $g \approx_{l} h$, if there exists an isomorphism of left $A$-modules $A / A g \xrightarrow{\alpha} A / A h$. In a similar way can be defined the right similarity of polynomials. We will prove next that $g \approx_{l} h$ if and only if $g \approx_{r} h$. By symmetry, we will only show that if $g \approx_{l} h$, then $g \approx_{r} h$. Let $A / A g \xrightarrow{\alpha} A / A h$ be an isomorphism of left $A$-modules, let $\alpha(\overline{1}):=\widetilde{p}$, with $p \in A$, then $\alpha(\bar{g})=\widetilde{0}=g \alpha(\overline{1})=g \widetilde{p}=\widetilde{g p}$, so there exists $q \in A$ such that $g p=q h$. We define $A / h A \xrightarrow{\beta} A / g A$ by $\beta(\widehat{a}):=\overline{\overline{q a}}$, for $a \in A . \beta$ is well-defined since if $\widehat{a}=\widehat{b}$, then $a-b=h c$, for some $c \in A$, so $q a-q b=g p c$, i.e., $\overline{\overline{q a}}=\overline{\overline{q b}}$. It is clear that $\beta$ is a homomorphism of right $A$-modules. Thus, we have a function $\Lambda$ defined by $\Lambda(\alpha):=\beta$. Observe that $\Lambda\left(\alpha_{2} \circ \alpha_{1}\right)=\Lambda\left(\alpha_{2}\right) \circ \Lambda\left(\alpha_{1}\right)$, with $A / A g \xrightarrow{\alpha_{1}} A / A h \xrightarrow{\alpha_{2}} A / A k$ : Indeed, let $\alpha_{1}(\overline{1}):=\widetilde{p_{1}}$, with $g p_{1}=q_{1} h$, and $\alpha_{2}(\widetilde{1}):=\widetilde{\widetilde{p_{2}}}$, with $h p_{2}=q_{2} k$, then $\left(\alpha_{2} \circ \alpha_{1}\right)(\overline{1})=\widetilde{\widetilde{p_{1} p_{2}}}$, with $g\left(p_{1} p_{2}\right)=\left(q_{1} q_{2}\right) k$, so $\left(\beta_{2} \circ \beta_{1}\right)(\widehat{1})=\left[q_{2} q_{1}\right]$ and $\beta_{2}\left(\beta_{1}(\widehat{1})\right)=\beta_{2}\left(\overline{\overline{q_{1}}}\right)=\beta_{2}(\overline{\overline{1}}) q_{1}=\left[q_{2}\right] q_{1}=\left[q_{2} q_{1}\right]$. Moreover, $\Lambda\left(i_{A / A g}\right)=i_{A / g A}$ and $\Lambda\left(i_{A / A h}\right)=i_{A / h A}$. Hence, $\beta=\Lambda(\alpha)$ is an isomorphism and so is $\beta^{-1}$, i.e., $g \approx_{r} h$.

Thus, we will simply write $g \approx h$. It is clear that $\approx$ is an equivalence relation.
Note that if $g \sim_{r} h$ then $g \approx h$ (also, if $g \sim_{l} h$ then $g \approx h$ ). Indeed, there exists $u \in A^{*}$ such that $g=u h$, we define

$$
\begin{equation*}
A / A g \xrightarrow{\alpha} A / A h, \bar{a} \mapsto \widetilde{a}, \text { for } a \in A \tag{2.5}
\end{equation*}
$$

$\alpha$ is well-defined since if $\bar{a}=\bar{b}$, then $a-b \in y g$ for some $y \in A$, so $a-b=y u h$, i.e., $\tilde{a}=\tilde{b}$. It is clear that $\alpha$ is a homomorphism of left $A$-modules. If $\alpha(\bar{a})=\tilde{0}$, then $a=y h$ for some $y \in A$, so $a=y u^{-1} g$, i.e., $\bar{a}=\overline{0}$. This proves that $\alpha$ is injective. Clearly $\alpha$ is surjective.
(H) A polynomial $p \in A$ is irreducible if it satisfies the following conditions: (i) $p \neq 0$ (ii) $p \notin A^{*}$ (iii) if $p=h k$ for some $h, k \in A$, then $h \in A^{*}$ or $k \in A^{*}$. We know that $A$ is a left and right principal ideal domain, using this, in [3] it is proved that $A$ is an unique factorization domain (UFD) in the sense of the following definition: Every element $0 \neq a \notin A^{*}$ can be factorized in a finite product $a=p_{1} \cdots p_{t}$ of irreducible elements $p_{i} \in A, 1 \leq i \leq t$, and if $p_{1} \cdots p_{t}=q_{1} \cdots q_{s}$, where $p_{i}, q_{j}$ are irreducible, $1 \leq i \leq t$, $1 \leq j \leq s$, then $s=t$ and there exists a permutation $\pi$ in the symmetric group $S_{t}$ of all permutations of the set $\{1, \ldots, t\}$ such that $q_{i} \approx p_{\pi(i)}, 1 \leq i \leq t$.

Related to this we have the following basic facts (see [3]):
(a) Let $p \in A, p$ is right prime if $p \notin A^{*}$ and if $b, c \in A$ are such that $\left.p\right|_{r} b c$, then $\left.p\right|_{r} b$ or $\left.p\right|_{r} c$.
(b) Consider $\mathbb{C}[x ; \sigma]$, with $\sigma(z):=\bar{z}, z \in \mathbb{C}$. For any $z \in \mathbb{C}, x-z$ is irreducible, but if $z \in \mathbb{C}-\mathbb{R}$, then $x-z$ is not prime: In fact,

$$
\left.(x-z)\right|_{r}(x+\bar{z})(x-z)=x^{2}-|z|^{2}=(x-|z|)(x+|z|),
$$

but $(x-z) \not ł_{r}(x-|z|)$ and $(x-z) \not ł_{r}(x+|z|)$.
(c) Since $A$ is a left principal ideal domain, then for $p \in A, p$ is irreducible if and only if $A p$ is a left maximal ideal of $A$.
(d) Related to (b), since $A$ is a left and right principal ideal domain, every right prime element of $A$ is irreducible.

Remark 2.10. Some definitions and facts of this subsection are valid without assuming that $\mathbb{F}$ is finite, inclusive, some of them are valid for any domain, i.e., for arbitrary rings without zero divisors (see [3]).
2.1.2 Roots of Polynomials and Algebraic Sets

Recall that we are assuming that $A:=\mathbb{F}[x ; \sigma, \delta]$. Now we will consider right roots, right remainders of polynomials of $A$ and skew algebraic sets. Some related key matrices will be also studied. We will follow [2], [11], [20] and [22].

Let $g \in A$ and $z \in \mathbb{F}$, then there exist unique $q \in A$ and $r \in \mathbb{F}$ such that

$$
g=q(x-z)+r .
$$

Definition 2.11. With the previous notation, $r$ is the right evaluation of $g$ in $z$, i.e., $g(z):=r$. We say that $z$ is a right root of $g$ if $g(z)=0$, i.e., if $r=0$.

Thus,

$$
z \text { is a right root of } g \text { if and only if }\left.(x-z)\right|_{r} g .
$$

The habitual replacing the variable $x$ by $z$ is not a well-defined notion for the evaluation of polynomials, for example, if $\sigma \neq i_{\mathbb{F}}$ and $u \in \mathbb{F}$ is such that $\sigma(u) \neq u$, then for $g:=u x=x \sigma^{-1}(u)$ in $\mathbb{F}[x ; \sigma]$ and any $0 \neq z \in \mathbb{F}$ we have $g(z)=u z=z \sigma^{-1}(u)=\sigma^{-1}(u) z$, i.e., $u=\sigma^{-1}(u)$, a contradiction.

Example 2.7 in [11] shows that a polynomial of degree $n$ may have more that $n$ right roots: We consider again $\mathbb{F}[x ; \phi]$ as in part ( E ) of the previous subsection, then

$$
x^{2}+1=(x+1)(x+1)=\left(x+w^{2}\right)(x+w)=(x+w)\left(x+w^{2}\right),
$$

i.e., $-1,-w,-w^{2}$ are right roots of $x^{2}+1$. On the other hand, if the field of coefficients is infinite, then a polynomial may have infinitely many right roots. In fact, consider $\mathbb{C}[x ; \sigma]$, with $\sigma(z):=\bar{z}, z \in \mathbb{C}$, then $x^{2}-1=(x+\bar{z})(x-z)$, for any $z$ on the unit circle.

Definition 2.12. For $i \geq 0$, the $i$-th norm on $\mathbb{F}$ is defined by

$$
N_{0}(z):=1, N_{i+1}(z):=\sigma\left(N_{i}(z)\right) z+\delta\left(N_{i}(z)\right), \text { for any } z \in \mathbb{F} .
$$

The right evaluation of a polynomial can be computed using the norm.
Proposition 2.13 ([22], Lemma 2.4). Let $g=g_{0}+\cdots+g_{m} x^{m} \in A$ and $z \in \mathbb{F}$. Then,

$$
g(z)=\sum_{i=0}^{m} g_{i} N_{i}(z) .
$$

Proof. Observe that

$$
g-\sum_{i=0}^{m} g_{i} N_{i}(z)=\sum_{i=0}^{m} g_{i} x^{i}-\sum_{i=0}^{m} g_{i} N_{i}(z)=\sum_{i=0}^{m} g_{i}\left(x^{i}-N_{i}(z)\right) .
$$

If we prove that for every $i \geq 0, x^{i}-N_{i}(z) \in A(x-z)$, then there exists $q \in A$ such that $g=$ $q(x-z)+\sum_{i=0}^{m} g_{i} N_{i}(z)$, so by the uniqueness of the right evaluation we conclude that $g(z)=\sum_{i=0}^{m} g_{i} N_{i}(z)$.

We prove the claimed by induction. For $i=0$ we have $x^{0}-N_{0}(z)=0 \in A(x-z)$. For $i=1$, $x-N_{1}(z)=x-z \in A(x-z)$. Assume that the assertion is true for $i$, then

$$
\begin{gathered}
x^{i+1}-N_{i+1}(z)=x^{i+1}-\sigma\left(N_{i}(z)\right) z-\delta\left(N_{i}(z)\right)=x^{i+1}+\sigma\left(N_{i}(z)\right)(x-z)-\sigma\left(N_{i}(z)\right) x-\delta\left(N_{i}(z)\right)= \\
\sigma\left(N_{i}(z)\right)(x-z)+x\left(x^{i}-N_{i}(z)\right) \in A(x-z) .
\end{gathered}
$$

Proposition 2.14. Let $\mathcal{D}$ be $\sigma$ or $\delta$ and

$$
\mathbb{F}[\mathcal{D} ; \circ]:=\left\{\sum_{i=0}^{m} g_{i} \mathcal{D}^{i} \mid g_{i} \in \mathbb{F}, m \geq 0\right\}
$$

where $g_{i} \mathcal{D}^{i}: \mathbb{F} \rightarrow \mathbb{F}$ is defined by $\left(g_{i} \mathcal{D}^{i}\right)(z):=g_{i} \mathcal{D}^{i}(z), z \in \mathbb{F}$. Then,
(i) $\mathbb{F}[\mathcal{D} ; \circ]$ is a ring, where the addition is the habitual addition by coefficients and the multiplication is the composition of functions.
(ii) The function

$$
\begin{aligned}
\mathcal{L}: A & \rightarrow \mathbb{F}[\mathcal{D} ; \circ] \\
g:=\sum_{i=0}^{m} g_{i} x^{i} & \mapsto \mathcal{L}(g):=\mathcal{L}_{g}:=\sum_{i=0}^{m} g_{i} \mathcal{D}^{i}
\end{aligned}
$$

is a surjective ring homomorphism, where $A=\mathbb{F}[x ; \sigma]$ if $\mathcal{D}=\sigma$ and $\delta=0$, and $A=\mathbb{F}[x ; \sigma, \delta]$ if $\mathcal{D}=\delta \neq 0$.

Proof. (i) Evident.
(ii) All conditions of a ring homomorphism can be easy checked except, probably, the product. We have to show that

$$
\mathcal{L}\left(g_{i} x^{i} h_{j} x^{j}\right)=\mathcal{L}\left(g_{i} x^{i}\right) \circ \mathcal{L}\left(h_{j} x^{j}\right), \text { for all } i, j \geq 0 \text { and } g_{i}, h_{j} \in \mathbb{F} .
$$

The proof of this identity is by induction on $i$. We consider first that $\mathcal{D}=\sigma$. For $i=0$ the assertion is trivial; let $i=1$, then

$$
\begin{aligned}
& g_{i} x h_{j} x^{j}=g_{i} \sigma\left(h_{j}\right) x^{j+1} \mapsto g_{i} \sigma\left(h_{j}\right) \mathcal{D}^{j+1}=g_{i} \sigma\left(h_{j}\right) \sigma^{j+1}, \text { so for } z \in \mathbb{F},\left(g_{i} \sigma\left(h_{j}\right) \sigma^{j+1}\right)(z)=g_{i} \sigma\left(h_{j}\right) \sigma^{j+1}(z) ; \\
& \mathcal{L}\left(g_{i} x\right) \circ \mathcal{L}\left(h_{j} x^{j}\right)=\left(g_{i} \mathcal{D}\right) \circ\left(h_{j} \mathcal{D}^{j}\right), \text { so for } z \in \mathbb{F},\left(g_{i} \mathcal{D}\right) \circ\left(h_{j} \mathcal{D}^{j}\right)(z)=\left(g_{i} \sigma\right) \circ\left(h_{j} \sigma^{j}\right)(z)=g_{i} \sigma\left(h_{j}\right) \sigma^{j+1}(z) .
\end{aligned}
$$

We assume that the identity is true for $i$, from this we get

$$
\begin{array}{r}
\mathcal{L}\left(g_{i} x^{i+1} h_{j} x^{j}\right)=\mathcal{L}\left(g_{i} x^{i} x h_{j} x^{j}\right)=\mathcal{L}\left(g_{i} x^{i} \sigma\left(h_{j}\right) x^{j+1}\right)=\mathcal{L}\left(g_{i} x^{i}\right) \circ \mathcal{L}\left(\sigma\left(h_{j}\right) x^{j+1}\right)=\left(g_{i} \mathcal{D}^{i}\right) \circ\left(\sigma\left(h_{j}\right) \mathcal{D}^{j+1}\right), \text { so } \\
\text { for } z \in \mathbb{F},\left(g_{i} \mathcal{D}^{i}\right) \circ\left(\sigma\left(h_{j}\right) \mathcal{D}^{j+1}\right)(z)=g_{i} \sigma^{i+1}\left(h_{j}\right) \sigma^{i+j+1}(z) ; \\
\mathcal{L}\left(g_{i} x^{i+1}\right) \circ \mathcal{L}\left(h_{j} x^{j}\right)=\left(g_{i} \mathcal{D}^{i+1}\right) \circ\left(h_{j} \mathcal{D}^{j}\right), \text { so for } z \in \mathbb{F},\left(g_{i} \mathcal{D}^{i+1}\right) \circ\left(h_{j} \mathcal{D}^{j}\right)(z)=g_{i} \sigma^{i+1}\left(h_{j}\right) \sigma^{i+j+1}(z) .
\end{array}
$$

Now we assume that $\mathcal{D}=\delta$. For $i=0$ the statement is trivial. Let $i=1$, then

$$
\begin{gathered}
g_{i} x h_{j} x^{j}=g_{i} \sigma\left(h_{j}\right) x^{j+1}+g_{i} \delta\left(h_{j}\right) x^{j} \mapsto g_{i} \sigma\left(h_{j}\right) \delta^{j+1}+g_{i} \delta\left(h_{j}\right) \delta^{j}, \text { so for } z \in \mathbb{F}, \\
\left(g_{i} \sigma\left(h_{j}\right) \delta^{j+1}+g_{i} \delta\left(h_{j}\right) \delta^{j}\right)(z)=g_{i} \sigma\left(h_{j}\right) \delta^{j+1}(z)+g_{i} \delta\left(h_{j}\right) \delta^{j}(z) ; \\
\mathcal{L}\left(g_{i} x\right) \circ \mathcal{L}\left(h_{j} x^{j}\right)=\left(g_{i} \delta\right) \circ\left(h_{j} \delta^{j}\right) \text {, so for } z \in \mathbb{F}, \\
\left(g_{i} \delta\right) \circ\left(h_{j} \delta^{j}\right)(z)=g_{i} \delta\left(h_{j} \delta^{j}(z)\right)=g_{i} \sigma\left(h_{j}\right) \delta^{j+1}(z)+g_{i} \delta\left(h_{j}\right) \delta^{j}(z) .
\end{gathered}
$$

We assume that the identity is true for $i$ and from this we get

$$
\begin{gathered}
\mathcal{L}\left(g_{i} x^{i+1} h_{j} x^{j}\right)=\mathcal{L}\left(g_{i} x^{i} x h_{j} x^{j}\right)=\mathcal{L}\left(g_{i} x^{i} \sigma\left(h_{j}\right) x^{j+1}+g_{i} x^{i} \delta\left(h_{j}\right) x^{j}\right)= \\
\mathcal{L}\left(g_{i} x^{i}\right) \circ \mathcal{L}\left(\sigma\left(h_{j}\right) x^{j+1}\right)+\mathcal{L}\left(g_{i} x^{i}\right) \circ \mathcal{L}\left(\delta\left(h_{j}\right) x^{j}\right)=\left(g_{i} \delta^{\prime}\right) \circ\left(\sigma\left(h_{j}\right)^{j+1}\right)+\left(g_{i} \delta^{i}\right) \circ\left(\delta\left(h_{j}\right) \delta^{j}\right) \text {, so for } z \in \mathbb{F}, \\
\left(g_{i} \delta^{i}\right) \circ\left(\sigma\left(h_{j}\right) \delta^{j+1}\right)(z)+\left(g_{i} \delta^{i}\right) \circ\left(\delta\left(h_{j}\right) \delta^{j}\right)(z)=\left(g_{i} \delta^{i}\right)\left(\sigma\left(h_{j}\right) \delta^{j+1}(z)\right)+\left(g_{i} \delta^{i}\right)\left(\delta\left(h_{j}\right)^{j}(z)\right) ; \\
\mathcal{L}\left(g_{i} x^{i+1}\right) \circ \mathcal{L}\left(h_{j} x^{j}\right)=\left(g_{i} \delta^{i+1}\right) \circ\left(h_{j} \delta^{j}\right)=g_{i} \delta^{i} \circ\left(\delta \circ h_{j} \delta^{j}\right), \text { so for } z \in \mathbb{F},\left(g_{i} \delta^{i} \circ\left(\delta \circ h_{j} \delta^{j}\right)\right)(z)= \\
g_{i} \delta^{i}\left[\delta\left(h_{j} \delta^{j}(z)\right)\right]=g_{i} \delta^{i}\left[\sigma\left(h_{j}\right) \delta^{j+1}(z)+\delta\left(h_{j}\right) \delta^{j}(z)\right]=\left(g_{i} \delta^{i}\right)\left(\sigma\left(h_{j}\right) \delta^{j+1}(z)\right)+\left(g_{i} \delta^{i}\right)\left(\delta\left(h_{j}\right) \delta^{j}(z)\right) .
\end{gathered}
$$

It is clear that $\mathcal{L}$ is surjective. This completes de proof.
Remark 2.15. (i) As we observed in (2.3), $\delta$ is neccesarily a $\sigma$-inner derivation, and it is well-known that $\mathbb{F}[x ; \sigma, \delta] \cong \mathbb{F}[y ; \sigma]$, with $y:=x-w$ (see [34] or also [27]). Thus, for $\delta \neq 0$ in the previous proposition, we have also a surjective ring homomorphism from $\mathbb{F}[y ; \sigma]$ into $\mathbb{F}[\mathcal{D} ; \circ]$.
(ii) The operator evaluation of $g$ at $z \in \mathbb{F}$ is $\mathcal{L}_{g}(z)=\sum_{i=0}^{m} g_{i} \mathcal{D}^{i}(z)$.

We return again to the general case $A:=\mathbb{F}[x ; \sigma, \delta]$.
Definition 2.16. Let $Z:=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{F}^{r}$. Then,
(i) The Vandermonde matrix of $Z$ is defined by

$$
\mathrm{V}_{r}(Z):=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
N_{1}\left(z_{1}\right) & N_{1}\left(z_{2}\right) & \cdots & N_{1}\left(z_{r}\right) \\
\vdots & \vdots & \cdots & \vdots \\
N_{r-1}\left(z_{1}\right) & N_{r-1}\left(z_{2}\right) & \cdots & N_{r-1}\left(z_{r}\right)
\end{array}\right]
$$

(ii) The Wronskian matrix of $Z$ is defined by

$$
\mathrm{Wr}_{r}(Z):=\left[\begin{array}{cccc}
z_{1} & z_{2} & \cdots & z_{r} \\
\mathcal{D}\left(z_{1}\right) & \mathcal{D}\left(z_{2}\right) & \cdots & \mathcal{D}\left(z_{r}\right) \\
\vdots & \vdots & \cdots & \vdots \\
\mathcal{D}^{r-1}\left(z_{1}\right) & \mathcal{D}^{r-1}\left(z_{2}\right) & \cdots & \mathcal{D}^{r-1}\left(z_{r}\right)
\end{array}\right]
$$

where $\mathcal{D}=\sigma$ if $\delta=0$ and $\mathcal{D}=\delta$ if $\delta \neq 0$.
(iii) For $z \in \mathbb{F}$ and $u \in \mathbb{F}^{*}$, let $z^{u}:=\sigma(u) z u^{-1}+\delta(u) u^{-1}$. We say that $z, z^{\prime} \in \mathbb{F}$ are conjugate, denoted $z \equiv z^{\prime}$, if there exists $u \in \mathbb{F}^{*}$ such that $z^{\prime}=z^{u}$. The conjugacy class of $z$ is

$$
\Delta(z):=\left\{z^{u} \mid u \in \mathbb{F}^{*}\right\} .
$$

(iv) For $z \in \mathbb{F}$,

$$
\mathcal{C}(z):=\left\{u \in \mathbb{F}^{*} \mid z^{u}=z\right\} \cup\{0\}
$$

Proposition 2.17. $\equiv$ is an equivalence relation in $\mathbb{F}$.
Proof. $z \equiv z$ taking $u=1$; if $z \equiv z^{\prime}$, then $z^{\prime} \equiv z$ since $z=\left(z^{\prime}\right)^{u^{-1}}$. In fact,

$$
\begin{gathered}
\sigma\left(u^{-1}\right) z^{\prime} u+\delta\left(u^{-1}\right) u=\sigma\left(u^{-1}\right)\left[\sigma(u) z u^{-1}+\delta(u) u^{-1}\right] u+\delta\left(u^{-1}\right) u=z+\sigma\left(u^{-1}\right) \delta(u)+\delta\left(u^{-1}\right) u= \\
z+\delta\left(u^{-1} u\right)=z+\delta(1)=z .
\end{gathered}
$$

If $z \equiv z^{\prime}$ with $z^{\prime}=z^{u}$ and $z^{\prime} \equiv z^{\prime \prime}$ with $z^{\prime \prime}=\left(z^{\prime}\right)^{v}$, then $z \equiv z^{\prime \prime}$ since $z^{\prime \prime}=z^{v u}$. Indeed,

$$
z^{\prime}=\sigma(u) z u^{-1}+\delta(u) u^{-1} \text { and } z^{\prime \prime}=\sigma(v) z^{\prime} v^{-1}+\delta(v) v^{-1}
$$

hence

$$
\begin{gathered}
z^{\prime \prime}=\sigma(v)\left[\sigma(u) z u^{-1}+\delta(u) u^{-1}\right] v^{-1}+\delta(v) v^{-1}=\sigma(v u) z u^{-1} v^{-1}+\sigma(v) \delta(u) u^{-1} v^{-1}+\delta(v) v^{-1}= \\
\sigma(v u) z u^{-1} v^{-1}+\delta(v u) u^{-1} v^{-1}=z^{v u} .
\end{gathered}
$$

Proposition 2.18. Let $w \in \mathbb{F}$ as in (2.3). Then,
(i) For every $z \in \mathbb{F}$ and $u \in \mathbb{F}^{*}$,

$$
z^{u}=\sigma(u)(z+w) u^{-1}-w .
$$

(ii) $\Delta(-w)=\{-w\}$. For $z \neq-w,|\Delta(z)|=\frac{q^{k}-1}{q^{r}-1}$, with $r:=\operatorname{gcd}(l, k)$, where $l$ is such that $\sigma=\phi^{l}$. Thus, there are $q^{r}$ conjugacy classes: The conjugacy class of $-w$ and $q^{r}-1$ classes with $\frac{q^{k}-1}{q^{r}-1}$ elements in each class. In particular, if $\sigma=\phi$, then $r=l=1$ and there are $q$ conjugacy classes.
(iii) If $\delta=0, \sigma=\phi$ and $q=2$, then there are two conjugacy classes: The class of 1 with $2^{k}-1$ elements and the class of 0 which is $\{0\}$.
(iv) For $z \in \mathbb{F}, \mathcal{C}(z)$ is a subfield of $\mathbb{F}$. If $\delta=0$, then $\mathcal{C}(1)=\{u \in \mathbb{F} \mid \sigma(u)=u\}$. If $\delta \neq 0$, then $\mathcal{C}(0)=\{u \in \mathbb{F} \mid \delta(u)=0\}$.
(v) For $z, z^{\prime} \in \mathbb{F}, z \equiv z^{\prime}$, if and only if, there exists $u \in \mathbb{F}^{*}$ such that $\left(x-z^{\prime}\right) u=\sigma(u)(x-z)$, if and only if, $x-z \approx x-z^{\prime}$.
(vi) For $z \neq z^{\prime} \in \mathbb{F}, \operatorname{lclm}\left(x-z, x-z^{\prime}\right)=\left(x-z^{\prime z^{\prime}-z}\right)(x-z)=\left(x-z^{z-z^{\prime}}\right)\left(x-z^{\prime}\right)$.
(vii) If $g=\left(x-z_{1}\right) \cdots\left(x-z_{m}\right)$, with $z_{i} \in \mathbb{F}, 1 \leq i \leq m$, and $g(z)=0$ for some $z \in \mathbb{F}$, then $z \equiv z_{i}$ for some $1 \leq i \leq m$.

Proof. (i) From (2.3) we get

$$
z^{u}=\sigma(u) z u^{-1}+\delta(u) u^{-1}=\sigma(u) z u^{-1}+w(\sigma(u)-u) u^{-1}=\sigma(u)(z+w) u^{-1}-w .
$$

(ii) By (i), for every $u \in \mathbb{F}^{*},(-w)^{u}=\sigma(u)(-w+w) u^{-1}-w=-w$, so $\Delta(-w)=\{-w\}$. Let $z \neq-w$, by (i), there exists a bijective correspondence between $\Delta(z)$ and $\left\{\sigma(u) u^{-1} \mid u \in \mathbb{F}^{*}\right\}$, but the cardinality of this last one set is $\frac{q^{k}-1}{q^{r}-1}$, with $r$ as in the statement of the proposition. In fact, in $\mathbb{F}^{*}$ we define the relation $u \asymp v$ if and only if $\sigma(u) u^{-1}=\sigma(v) v^{-1}$. It is clear that $\asymp$ is an equivalence relation, then the cardinality of $\left\{\sigma(u) u^{-1} \mid u \in \mathbb{F}^{*}\right\}$ is the number of different classes. To proof the claimed we want to show first that all classes have the same cardinality, namely, $q^{r}-1$. Let $[u]$ be the class of $u$, then $[u]=\left\{v \in \mathbb{F}^{*} \mid \sigma(u) u^{-1}=\sigma(v) v^{-1}\right\}=\left\{v \in \mathbb{F}^{*} \mid \sigma\left(u v^{-1}\right)=u v^{-1}\right\}$. Let

$$
\left(\mathbb{F}^{*}\right)^{\sigma}:=\left\{a \in \mathbb{F}^{*} \mid \sigma(a)=a\right\} ;
$$

notice that $h:\left(\mathbb{F}^{*}\right)^{\sigma} \rightarrow[u], a \mapsto u a^{-1}$, is a bijective function: Firstly, $h(a) \in[u]$ since $\sigma\left(u a^{-1}\right)\left(u a^{-1}\right)^{-1}=$ $\sigma(u) \sigma(a)^{-1} a u^{-1}=\sigma(u) a^{-1} a u^{-1}=\sigma(u) u^{-1}$; now, if $u a_{1}^{-1}=u a_{2}^{-1}$, then $a_{1}=a_{2}$, i.e., $h$ is injective; finally, if $v \in[u]$, then we define $a:=u v^{-1}$, and hence, $\sigma(a)=\sigma\left(u v^{-1}\right)=u v^{-1}=a$, i.e., $a$ is a fixed point of $h$ and $h(a)=u a^{-1}=u\left(u v^{-1}\right)^{-1}=v$, i.e., $h$ is surjective. We will show that $\left|\left(\mathbb{F}^{*}\right)^{\sigma}\right|=q^{r}-1$, i.e., $[u]=q^{r}-1$. Since $\sigma=\phi^{l}$, for some $0 \leq l \leq k-1$, we get that $a \in\left(\mathbb{F}^{*}\right)^{\sigma}$ if and only if $a \in \mathbb{F}^{*}$ and $a^{q^{l}}=a$. Let $f_{l}(x):=x^{q^{l}}-x \in \mathbb{Z}_{q}[x]$, then all roots of $f_{l}(x)$ are simple and $F_{q^{l}}:=\left\{x \in \mathbb{E} \mid x^{q^{l}}=x\right\}$ is a field of size $q^{l}$, where $\mathbb{E}$ is the field of decomposition of $f_{l}(x)$. Let $F:=\left(\mathbb{F}^{*}\right)^{\sigma} \cup\{0\}=\mathbb{F} \cap F_{q^{l}}$, then $\left|\left(\mathbb{F}^{*}\right)^{\sigma}\right|=$ $|F|-1=q^{r}-1$, where $r:=\operatorname{gcd}(l, k)$. Finally, let $t:=\left|\mathbb{F}^{*} / \asymp\right|$, so $\left|\mathbb{F}^{*}\right|=\left|\left[u_{1}\right]\right|+\cdots+\left|\left[u_{t}\right]\right|=t\left(q^{r}-1\right)$,

(iii) This follows from (ii) since in this situation $w=0$. Observe that $\Delta(1)=\left\{\sigma(u) u^{-1} \mid u \in \mathbb{F}^{*}\right\}$.
(iv) Let $z \in \mathbb{F}$ and $0 \neq u, v \in \mathcal{C}(z)$. Then, as was observed in the proof of Proposition 2.17, $\left(z^{u}\right)^{v}=z^{u v}$, but $\left(z^{u}\right)^{v}=z$ since $\left(z^{u}\right)^{v}=\sigma(v) z^{u} v^{-1}+\delta(v) v^{-1}=\sigma(v) z v^{-1}+\delta(v) v^{-1}=z^{v}=z$. Thus, $u v \in \mathcal{C}(z)$. Now, $u^{-1} \in \mathcal{C}(z)$ since from $\sigma(u) z u^{-1}+\delta(u) u^{-1}=z$ we get $z=\sigma(u)^{-1} z u-\sigma(u)^{-1} \delta(u)$, but $-\sigma(u)^{-1} \delta(u)=\delta\left(u^{-1}\right) u$, so $z=\sigma\left(u^{-1}\right) z\left(u^{-1}\right)^{-1}+\delta\left(u^{-1}\right)\left(u^{-1}\right)^{-1}$, i.e., $u^{-1} \in \mathcal{C}(z)$. Finally, if $u-v=0$, then $u-v \in \mathcal{C}(z)$; let $u-v \neq 0$, then let $z^{\prime}:=\sigma(u-v) z(u-v)^{-1}+\delta(u-v)(u-v)^{-1}$, so from this we obtain $\sigma(u-v) z+\delta(u-v)=z^{\prime}(u-v)$, whence $\sigma(u) z+\delta(u)-\sigma(v) z-\delta(v)=z^{\prime}(u-v)=z u-z v=z(u-v)$, so $z=z^{\prime}$. Thus, $u-v \in \mathcal{C}(z)$. This completes the proof that $\mathcal{C}(z)$ is a subfield of $\mathbb{F}$.

Let $\delta=0$ and $u \neq 0$. Then, $u \in \mathcal{C}(1)$ if and only if $\sigma(u) u^{-1}+\delta(u) u^{-1}=1$, i.e., $\sigma(u)=u$.
Let $\delta \neq 0$ and $u \neq 0$. Then, $u \in \mathcal{C}(1)$ if and only if $\delta(u) u^{-1}=0$, i.e., $\delta(u)=0$.
(v) $z \equiv z^{\prime}$ if and only if there exists $u \in \mathbb{F}^{*}$ such that $z^{\prime}=\sigma(u) z u^{-1}+\delta(u) u^{-1}$ if and only if $\left(x-z^{\prime}\right) u=\left(x-\left(\sigma(u) z u^{-1}+\delta(u) u^{-1}\right)\right) u=x u-\sigma(u) z-\delta(u)=\sigma(u) x+\delta(u)-\sigma(u) z-\delta(u)=\sigma(u)(x-z)$.

If $\left(x-z^{\prime}\right) u=\sigma(u)(x-z)$, then $\left(x-z^{\prime}\right) u \sim_{r}(x-z)$, whence $\left(x-z^{\prime}\right) u \approx(x-z)$, so there exists an isomorphism of left $A$-modules $A / A\left(x-z^{\prime}\right) u \rightarrow A / A(x-z)$, and from this we know that there exists an isomorphism of right $A$-modules $A /\left(x-z^{\prime}\right) u A \rightarrow A /(x-z) A$, but $A /\left(x-z^{\prime}\right) A=A /\left(x-z^{\prime}\right) u A$, so we have an isomorphism of right $A$-modules $A /\left(x-z^{\prime}\right) A \rightarrow A /(x-z) A$, i.e., $(x-z) \approx\left(x-z^{\prime}\right)$. Conversely, assume that $(x-z) \approx\left(x-z^{\prime}\right)$, then we have an isomorphism of left $A$-modules $A / A\left(x-z^{\prime}\right) \xrightarrow{\alpha} A / A(x-z)$, and from this $\alpha(\overline{0})=\widetilde{0}=\alpha\left(\overline{\left(x-z^{\prime}\right)}\right)=\left(x-z^{\prime}\right) \alpha(\overline{1})=\left(x-z^{\prime}\right) \widetilde{g}$, for some $g \in A$, with $\widetilde{g}:=\alpha(\overline{1}) \neq \widetilde{0}$ since $\alpha$ is injective. There exist unique $q, r \in A$, with $r \in \mathbb{F}^{*}$, such that $g=q(x-z)+r$, hence, $\widetilde{g}=\widetilde{r}$. Let $u:=r$, from $\widetilde{0}=\left(x-z^{\prime}\right) \widetilde{g}$ we get that $\left(x-z^{\prime}\right) u=v(x-z)$, for some $v \in A$. Taking the degree at both sides we get that $v \in \mathbb{F}^{*}$, moreover, $v=\sigma(u)$. Thus, $\left(x-z^{\prime}\right) u=\sigma(u)(x-z)$, with $u \in \mathbb{F}^{*}$.
(vi) We prove first that $\left(x-z^{\prime z^{\prime}-z}\right)(x-z)=\left(x-z^{z-z^{\prime}}\right)\left(x-z^{\prime}\right)$ : Observe that $z^{\prime z^{\prime}-z}=a z^{\prime}+b$ and $z^{z-z^{\prime}}=a z+b$, with $a:=\sigma\left(z-z^{\prime}\right)\left(z-z^{\prime}\right)^{-1}$ and $b=\delta\left(z-z^{\prime}\right)\left(z-z^{\prime}\right)^{-1}$, then $\left(x-z^{\prime z^{\prime}-z}\right)(x-z)=$ $\left(x-a z^{\prime}-b\right)(x-z)$ and $\left(x-z^{z-z^{\prime}}\right)\left(x-z^{\prime}\right)=(x-a z-b)\left(x-z^{\prime}\right)$, i.e.,

$$
\begin{aligned}
& \left(x-z^{\prime z^{\prime}-z}\right)(x-z)=x^{2}-x z-\left(a z^{\prime}+b\right) x+\left(a z^{\prime}+b\right) z \\
& \left(x-z^{z-z^{\prime}}\right)\left(x-z^{\prime}\right)=x^{2}-x z^{\prime}-(a z+b) x+(a z+b) z^{\prime}
\end{aligned}
$$

then a direct computation shows that $\left(x-z^{\prime z^{\prime}-z}\right)(x-z)-\left(x-z^{z-z^{\prime}}\right)\left(x-z^{\prime}\right)=0$.
Let $l:=\left(x-z^{\prime z^{\prime}-z}\right)(x-z)=\left(x-z^{z-z^{\prime}}\right)\left(x-z^{\prime}\right)$, then $\left.(x-z)\right|_{r} l$ and $\left.\left(x-z^{\prime}\right)\right|_{r} l$. Now let $h \in A$ such that $\left.(x-z)\right|_{r} h$ and $\left.\left(x-z^{\prime}\right)\right|_{r} h$, then there are $f_{1}, f_{2} \in A$ such that $h=f_{1}(x-z)=f_{2}\left(x-z^{\prime}\right)$. Set $q_{1}:=\left(x-z^{\prime}\right)\left(z^{\prime}-z\right)^{-1}$ and $q_{2}:=1+\left(x-z^{\prime}\right)\left(z^{\prime}-z\right)^{-1}$. It is not difficult to show that $\left(f_{2}-f_{1}\right) q_{1}=f_{1}$ and $\left(f_{2}-f_{1}\right) q_{2}=f_{2}$, thus $\left.q_{1}\right|_{r} f_{1}$ and $\left.q_{2}\right|_{r} f_{2}$. However $q_{1}=\sigma\left(\left(z^{\prime}-z\right)^{-1}\right)\left(x-z^{\prime z^{\prime}-z}\right)$ and $q_{2}=$ $-\sigma\left(\left(z-z^{\prime}\right)^{-1}\right)\left(x-z^{z-z^{\prime}}\right)$. From this, it follows that $\left.l\right|_{r} h$.
(vii) From $g(z)=0$ we get $g=q(x-z)$ for some $q \in A$, but since every $\left(x-z_{i}\right)$ is irreducible and $A$ is $U F D$, then there exists $i$ such that $x-z \approx x-z_{i}$, so from (v), $z \equiv z_{i}$.

Now we pass to study the algebraic sets in the context of the skew polynomial ring $A:=\mathbb{F}[x ; \sigma, \delta]$.
Definition 2.19. Let $g \in A$. The right vanishing set of $g$, also called the set of right roots of $g$, is denoted by $V(g)$, i.e.,

$$
\begin{equation*}
V(g):=\{z \in \mathbb{F} \mid g(z)=0\} \tag{2.6}
\end{equation*}
$$

A subset $X \subseteq \mathbb{F}$ is algebraic if there exists $0 \neq g \in A$ such that $X \subseteq V(g)$. The monic polynomial $0 \neq m_{X}$ of smallest degree such that $X \subseteq V\left(m_{X}\right)$ is called the minimal polynomial of $X$. The rank of $X$ is defined by $\operatorname{rank}(\boldsymbol{X}):=\operatorname{deg}\left(m_{X}\right)$. A monic polynomial $g \in A$ is a $\boldsymbol{W}$-polynomial (Wedderburn polynomial) if $g=m_{X}$ for some $X \subseteq \mathbb{F}$.

Next we will show some results about the sets of right roots, algebraic sets and minimal polynomials. We start with the following elementary facts, some of them well-known, and others, probably new: The Zariski topology for $\mathbb{F}$ and the left ideal of points. These results will generalized in the last section to skew $P B W$ extensions.

Proposition 2.20. (i) Let $X \subseteq \mathbb{F}$ be algebraic. Then, $m_{X}$ is well-defined.
(ii) For any $g, h, t \in A, V(h) \subseteq V(g) \Rightarrow V(h t) \subseteq V(g t)$.
(iii) Let $I$ be a left ideal of $A$ and

$$
V(I):=\{z \in \mathbb{F} \mid h(z)=0, \text { for every } h \in I\} .
$$

Then, $V(I)=V(g)$, where $I=A g$.
(iv) (a) $V(0)=\mathbb{F}=V(l)$, with $l:=\operatorname{lclm}(x-z \mid z \in \mathbb{F})$. Thus, $\mathbb{F}$ is algebraic.
(b) $V(A)=V(1)=\emptyset$. Thus, $\emptyset$ is algebraic.
(c) $V(I) \cup V(J) \subseteq V(I \cap J)$, where $I, J$ are left ideals of $A$.
(d) $V\left(\sum_{k \in \mathcal{K}} I_{k}\right)=\bigcap_{k \in \mathcal{K}} V\left(I_{k}\right)$.
(e) $\mathbb{F}$ has a Zariski topology where the closed sets are the algebraic sets.
(v) Let $X \subseteq \mathbb{F}$. Then,

$$
I(X):=\{g \in A \mid g(z)=0 \text { for every } z \in X\}
$$

is a left ideal of $A$, called the left ideal of points of $X$. Some properties of the left ideal of points are:
(a) $I(\emptyset)=A$.
(b) Let $X \neq \emptyset$. Then, $I(X)=A l$, where $l=\operatorname{lclm}(x-z \mid z \in X)$.
(c) If $X, Y \subseteq \mathbb{F}, X \subseteq Y \Rightarrow I(Y) \subseteq I(X)$.
(d) If $g \in A$, then $A g \subseteq I(V(g))$. Thus, if $I$ is a left ideal of $A$, then $I \subseteq I(V(I))$.
(e) $X \subseteq V(I(X))$. Thus, every subset $X$ is algebraic and the above topology is the discrete topology.
(f) If $g \in A, V(I(V(g)))=V(g)$. Thus, if $X=V(g)$, then $V(I(X))=X$.
(g) $I(V(I(X)))=I(X)$.
(h) $I\left(\bigcup_{k \in \mathcal{K}} X_{k}\right)=\bigcap_{k \in \mathcal{K}} I\left(X_{k}\right)$.

Proof. (i) If $X=\emptyset$ then $\emptyset=V(1)$, i.e., $\emptyset$ is algebraic and $m_{\emptyset}=1$.
Assume that $X \neq \emptyset$ and let $0 \neq g, h \in A$ be monic polynomials of smallest degree such that $X \subseteq V(g)$ and $X \subseteq V(h)$, we have to show that $g=h$. For this we observe first that if $p, q \in A$ and $z \in \mathbb{F}$, then

$$
(p+q)(z)=p(z)+q(z)
$$

In fact, there exist unique $q_{1}, q_{2} \in A$ and $r_{1}, r_{2} \in \mathbb{F}$ such that $p=q_{1}(x-z)+r_{1}$ and $q=q_{2}(x-z)+r_{2}$, so $p+q=\left(q_{1}+q_{2}\right)(x-z)+\left(r_{1}+r_{2}\right)$, so the claimed follows by unicity.

For $g, h$ we have $g=q h+r$ for some unique $q, r \in A$ with $\operatorname{deg}(r)<\operatorname{deg}(h)$ or $r=0$. Let $z \in X$, since $h=c(x-z)$ for some $c \in A$, then $q h=q c(x-z)$, i.e., $(q h)(z)=0$. From this, $g(z)=0=(q h+r)(z)=$ $q h(z)+r(z)=r(z)$, so necessarily $r=0$ because of the condition on the degree of $h$, whence, $g=q h$, but from the degree condition we get that $q \in \mathbb{F}^{*}$, but since $g$ and $h$ are monic, then $g=h$.
(ii) There exist unique $c, r \in A$ such that $g=c h+r$; let $z \in V(h)$, then $h=q(x-z)$ for some $q \in A$, whence $g=c q(x-z)+r$, but $z \in V(g)$, so $r=0$. Thus, $g=c h$, and hence, $g t=c h t$. From this, if $z \in V(h t)$, then $h t=a(x-z)$, for some $a \in A$, whence $g t=c a(x-z)$, i.e., $z \in V(g t)$.
(iii) Since in $A$ every left ideal is principal, then there exists $g \in A$ such that $I=A g$. From this it is clear that $V(I) \subseteq V(g)$. Let $q g \in I$ and $z \in V(g)$, then $g(z)=0$, and as we saw in (i), this implies that $(q g)(z)=0$, i.e., $z \in V(I)$. This proves that $V(g) \subseteq V(I)$.
(iv) (a) It is clear that $V(0)=\mathbb{F}$. For the second equality, $x-\left.z\right|_{r} l$, for every $z \in \mathbb{F}$, so $\mathbb{F} \subseteq V(l)$, i.e., $\mathbb{F}=V(l)$.
(b) Evident.
(c) Since $I \cap J \subseteq I, J$, then $V(I) \cup V(J) \subseteq V(I \cap J)$.
(d) Since $I_{k} \subseteq \sum_{k \in \mathcal{K}} I_{k}$ for every $k \in \mathcal{K}$, then $V\left(\sum_{k \in \mathcal{K}} I_{k}\right) \subseteq \bigcap_{k \in \mathcal{K}} V\left(I_{k}\right)$. Let $z \in \bigcap_{k \in \mathcal{K}} V\left(I_{k}\right)$ and let $g \in \sum_{k \in \mathcal{K}} I_{k}$, then $g=g_{k_{1}}+\cdots+g_{k_{t}}$, with $g_{k_{j}} \in I_{k_{j}}, 1 \leq j \leq t$, then, as we saw in (i), $g(z)=g_{k_{1}}(z)+\cdots+g_{k_{t}}(z)=0$, whence $z \in V\left(\sum_{k \in \mathcal{K}} I_{k}\right)$. Thus, $\bigcap_{k \in \mathcal{K}} V\left(I_{k}\right) \subseteq V\left(\sum_{k \in \mathcal{K}} I_{k}\right)$.
(e) This follows from (a)-(d).
(v) From the proof of (i) we get that $I(X)$ is a left ideal of $A$.
(a) This is trivial.
(b) For every $z \in X, x-\left.z\right|_{r} l$, so $l(z)=0$, whence $(a l)(z)=0$ for every $a \in A$. Hence, $A l \subseteq I(X)$. Let $h \in A$ such that $I(X)=A h$, then $h(z)=0$ for every $z \in X$, so $x-\left.z\right|_{r} h$ for every $z \in X$, hence $\left.l\right|_{r} h$, whence $h=p l$ for some $p \in A$. This means that $A h \subseteq A l$. Thus, $A h=A l$.
(c) This is trivial.
(d) Since $g(z)=0$ for every $z \in V(g)$, then $g \in I(V(g))$, whence $A g \subseteq I(V(g))$. The second assertion in (d) follows from (iii).
(e) For $X=\emptyset$ the assertion follows from (a) and (iv)-(b). Let $X \neq \emptyset$. If $z \in X$, then for every $g \in I(X), g(z)=0$, and this means that $z \in V(I(X))$. Therefore, $X \subseteq V(I(X))$.

Thus, if $X=\emptyset$, then $\emptyset=V(A)=V(1)$ is algebraic; if $X \neq \emptyset$, then from (b), $I(X)=A l$ and $X \subseteq V(l)$, so $X$ is algebraic.
(f) From (e), $V(g) \subseteq V(I(V(g)))$. Let $z \in V(I(V(g)))$, from (d), $g \in I(V(g))$, so $g(z)=0$, i.e., $z \in V(g)$. Therefore, $V(I(V(g))) \subseteq V(g)$.
(g) From (d), $I(X) \subseteq I(V(I(X)))$. From (e), $X \subseteq V(I(X))$, so from (c), $I(V(I(X)) \subseteq I(X)$.
(h) Since $X_{k} \subseteq \bigcup_{k \in \mathcal{K}} X_{k}$ for every $k \in \mathcal{K}$, then $I\left(\bigcup_{k \in \mathcal{K}} X_{k}\right) \subseteq I\left(X_{k}\right)$, so $I\left(\bigcup_{k \in \mathcal{K}} X_{k}\right) \subseteq \bigcap_{k \in \mathcal{K}} I\left(X_{k}\right)$. Let $g \in \bigcap_{k \in \mathcal{K}} I\left(X_{k}\right)$ and let $z \in \bigcup_{k \in \mathcal{K}} X_{k}$, then there exists $k \in \mathcal{K}$ such that $z \in X_{k}$, then $g(z)=0$, whence $g \in I\left(\bigcup_{k \in \mathcal{K}} X_{k}\right)$. This completes the proof.

Proposition 2.21. Let $X \subseteq \mathbb{F}$. Then,
(i) $\operatorname{rank}(X) \leq|X|$.
(ii) If $X=\left\{z_{1}, \ldots, z_{r}\right\}$, then

$$
m_{X}=\operatorname{lclm}\left(x-z_{1}, \ldots, x-z_{r}\right) .
$$

(iii) Let $Y \subseteq \mathbb{F}$. Then, $m_{X \cup Y}=\operatorname{lcml}\left(m_{X}, m_{Y}\right)$ and $\operatorname{rank}(X \cup Y) \leq \operatorname{rank}(X)+\operatorname{rank}(Y)$.
(iv) Let $g \in A$ of degree $\geq 1$. Then $g$ is a $W$-polynomial if and only if $g=\operatorname{lclm}\left(x-z_{1}, \ldots, x-z_{r}\right)$ for some distinct elements $z_{1}, \ldots, z_{r} \in \mathbb{F}$.
(v) If $X=\left\{z_{1}, \ldots, z_{r}\right\}$, then $\operatorname{rank}(X)=\operatorname{rank}\left(\mathrm{V}_{r}\left(z_{1}, \ldots, z_{r}\right)\right)$.

Proof. (i) We know that $X$ is algebraic. If $X=\emptyset$, then $m_{\emptyset}=1$ and hence $\operatorname{rank}(X)=0=|X|$. Let $X \neq \emptyset$. The idea is to find a monic polynomial $g \in A$ of degree $\leq m:=|X|$ such that $g(z)=0$ for every $z \in X$. As in [20], the proof is by induction on $m$. For $m=1$, let $X:=\{z\}$, then the statement is trivial taking $g:=x-z$. Let $X:=\left\{z_{1}, \ldots, z_{m-1}, z_{m}\right\}$. By induction, there exists a monic polynomial $g^{\prime} \in A$ of degree $\leq m-1$ such that $g^{\prime}\left(z_{i}\right)=0$ for every $1 \leq i \leq m-1$. Let $g:=\operatorname{lclm}\left(x-z_{m}, g^{\prime}\right)$, then $g(z)=0$ for every $z \in X$ since $x-\left.z_{m}\right|_{r} g$ and $\left.g^{\prime}\right|_{r} g$; moreover, $g$ is monic, and from (2.4), $\operatorname{deg}(g) \leq m$.
(ii) Let $l:=\operatorname{lclm}\left(x-z_{1}, \ldots, x-z_{r}\right)$. It is clear that $X \subseteq V(l)$; if $h \in A$ is monic such that $X \subseteq V(h)$, then $x-\left.z_{i}\right|_{r} h$ for every $1 \leq i \leq r$, so $\left.l\right|_{r} h$, whence $\operatorname{deg}(l) \leq \operatorname{deg}(h)$. This proves that $l$ is the monic polynomial of smallest degree such that $X \subseteq V(l)$, i.e., $l=m_{X}$.
(iii) $X \subseteq V\left(m_{X}\right)$ and $Y \subseteq V\left(m_{Y}\right)$, then

$$
X \cup Y \subseteq V\left(m_{X}\right) \cup V\left(m_{Y}\right)=V\left(A m_{X}\right) \cup V\left(A m_{Y}\right) \subseteq V\left(A m_{X} \cap A m_{Y}\right)=V\left(\operatorname{lclm}\left(m_{X}, m_{Y}\right)\right)
$$

Thus, $X \cup Y \subseteq V(l)$, with $l:=\operatorname{lclm}\left(m_{X}, m_{Y}\right)$; let $h \in A$ monic such that $X \cup Y \subseteq V(h)$. We have to show that $\operatorname{deg}(h) \geq \operatorname{deg}(l)$. We have $X \subseteq V(h)$ and $Y \subseteq V(h)$, then $\left.m_{X}\right|_{r} h$ and $\left.m_{Y}\right|_{r} h$. In fact, $h=q m_{X}+r$ for some $q, r \in A$, with $r=0$ or $\operatorname{deg}(r)<\operatorname{deg}\left(m_{X}\right)$; let $z \in X$, then $h(z)=0=$ $\left(q m_{X}\right)(z)+r(z)=0+r(z)=r(z)$, and this implies that $r=0$ (contrary, there exists a monic polynomial $r^{\prime}$ of degree $<\operatorname{deg}\left(m_{X}\right)$ such that $X \subseteq V\left(r^{\prime}\right)$, a contradiction). Thus, $h=q m_{X}$, so $\left.m_{X}\right|_{r} h$. Similarly, $\left.m_{Y}\right|_{r} h$. Therefore, $\left.l\right|_{r} h$, whence $\operatorname{deg}(h) \geq \operatorname{deg}(l)$.

For the second assertion, $\operatorname{rank}(X \cup Y)=\operatorname{deg}\left(m_{X \cup Y}\right)=\operatorname{deg}\left(\operatorname{lcml}\left(m_{X}, m_{Y}\right)\right)$, but from (2.4) we know that $\operatorname{deg}\left(\operatorname{lcml}\left(m_{X}, m_{Y}\right) \leq \operatorname{deg}\left(m_{X}\right)+\operatorname{deg}\left(m_{Y}\right)=\operatorname{rank}(X)+\operatorname{rank}(Y)\right.$.
(iv) $\Rightarrow$ ) This part follows from (ii).
$\Leftarrow)$ The idea is to show that $g=m_{X}$, with $X=\left\{z_{1}, \ldots, z_{r}\right\}$. Since for every $1 \leq i \leq r, x-\left.z_{i}\right|_{r} g$, then $X \subseteq V(g)$; let $h \in A$ monic such that $X \subseteq V(h)$, then for every $1 \leq i \leq r, x-\left.z_{i}\right|_{r} h$, hence $\left.g\right|_{r} h$, so $\operatorname{deg}(g) \leq \operatorname{deg}(h)$. This proves that $g=m_{X}$.
(v) We will follow the ideas of [20]). Let $V:=\mathrm{V}_{r}\left(z_{1}, \ldots, z_{r}\right)$. For proving that $\operatorname{rank}(X)=$ $\operatorname{rank}\left(\mathrm{V}_{r}\left(z_{1}, \ldots, z_{r}\right)\right)$, we will start by noting that $\operatorname{rank}(X)=r$ if and only if $\operatorname{rank}(\mathrm{V})=r$. Suppose that $\operatorname{rank}(X)=r$ and the rows of V are not linearly independent, then there exist $c_{0}, c_{1}, \ldots c_{r-1} \in \mathbb{F}$, at least one of which is not zero, such that $c_{0} \mathrm{~V}_{(1)}+\cdots+c_{r-1} \mathrm{~V}_{(r)}=\mathbf{0}$. If $g:=\sum_{i=0}^{r-1} c_{i} x^{i}$ then $g \neq 0$ and, using Proposition 2.13, it follows that $g\left(z_{j}\right)=0$ for each $1 \leq j \leq r$. Thus $\operatorname{rank}(X)<r$, a contradiction. Reciprocally, if $\operatorname{rank}(\mathrm{V})=r$, then $\mathrm{V}_{(1)}, \ldots, \mathrm{V}_{(r)}$ are linearly independent. Therefore, $c_{0} \mathrm{~V}_{(1)}+\cdots+c_{r-1} \mathrm{~V}_{(r)}=\mathbf{0}$ is true only in the case that $c_{0}=\cdots=c_{r-1}=0$. As a consequence, given $g=\sum_{i=1}^{n} c_{i} x^{i}$ with $n \leq r-1$, if $g\left(z_{j}\right)=0$ for each $1 \leq j \leq r$, necessarily $g=0$. Whence, $\operatorname{rank}(X)=r$. Now, let $t:=\operatorname{rank}(\mathrm{V})$, with $t \leq r-1$. Without lost of generality, it is possible to assume that the first $t$ columns of V conform a basis for its column space. Taking $X^{\prime}:=\left\{z_{1}, \ldots, z_{t}\right\}$ and $g^{\prime}:=m_{X^{\prime}}$, we have $\operatorname{rank}\left(X^{\prime}\right) \leq t$. We may suppose that $g^{\prime}=\sum_{i=1}^{r-1} b_{i} x^{i}$, adding zero coefficients if it is necessary. Thus,
$g^{\prime}\left(z_{j}\right)=0$ for all $1 \leq j \leq t$. But $V^{(t+1)}, \ldots, V^{(r)}$ can be written as a linear combination of $V^{(1)}, \ldots, V^{(t)}$. Hence $\left(b_{0} \cdots b_{r-1}\right) \cdot \mathrm{V}^{(j)}=0$, for $t+1 \leq j \leq s$. Thus, $g^{\prime}\left(z_{j}\right)=0$ for all $1 \leq j \leq t$ and, therefore, $\operatorname{rank}(X)=\operatorname{deg}\left(m_{X}\right) \leq t$. For to show that $t \leq \operatorname{rank}(X)=\operatorname{deg}\left(m_{X}\right)$, let $s:=\operatorname{deg}\left(m_{X}\right)$. Then, $x^{i}=q_{i} m_{X}+r_{i}$, with $r_{i}=0$ or $\operatorname{deg}\left(r_{i}\right) \leq \operatorname{deg}\left(m_{x}\right)$, for $s+1 \leq i \leq r$. If $r_{i}=\sum_{k=0}^{s-1} d_{k}^{i} x^{i}$, evaluating in $z_{j}$, we obtain that $N_{i}\left(z_{j}\right)=r_{i}\left(x_{j}\right)=\sum_{k=0}^{s-1} d_{k}^{i} N_{k}\left(z_{j}\right)$ for $1 \leq j \leq r$, that is, $\mathrm{V}_{(i)}=d_{0}^{(i)} \mathrm{V}_{(1)}+\cdots+d_{s-1}^{(i)} \mathrm{V}_{(s)}$, for each $s+1 \leq i \leq r$. Therefore, the row space of V is generated by its first $s$ rows. In consequence, $t=\operatorname{rank}(\mathrm{V}) \leq s=\operatorname{rank}(X)$.

Corollary 2.22. Let $X \subseteq \mathbb{F}$. Then, $I(X)$ is generated by a $W$-polynomial.
Proof. If $X=\emptyset$, then $I(\emptyset)=A=\langle 1\}$ and $1=m_{\emptyset}$. For $X \neq \emptyset$, the assertion follows from (v)-(b) of Proposition 2.20 and (ii) of Proposition 2.21.

### 2.1.3 The Bound of a Polynomial

Following [17], now we will define the bound of a given polynomial of $A$. Some elementary properties will be considered. The results can be applied in particular to the modulus $f$ (see Definition 2.1), however, in this section $f$ will represent an arbitrary polynomial of $A$. Recall that $A=\mathbb{F}[x ; \sigma, \delta]$.

Proposition 2.23. Let $f \in A$. Then,
(i) Let I be the largest two-sided ideal of $A$ contained in Af. Then, there exists a two-sided polynomial $f^{*} \in A$ such that $I=A f^{*}=f^{*} A . f^{*}$ is unique up to a non-zero element of $\mathbb{F}$. Moreover, the largest two-sided ideal of $A$ contained in $f A$ coincides with $I$.
(ii) Let $f^{*} \neq 0$. Then, $f^{*}$ is a two-sided multiple of $f$ of least degree.
(iii) $A f^{*}=\operatorname{Ann}_{A}(A / A f)$.
(iv) The lattice of left $A$-submodules of $A / A f$ coincides with the lattice of left $A / A f^{*}$-submodules of $A / A f$.

Proof. (i) Since $A$ is a left and right principal ideal domain there exist polynomials $f^{*}, f^{\prime} \in A$ such that $I=A f^{*}=f^{\prime} A$. If $f^{*}=0$, then clearly $A f^{*}=f^{*} A$. Suppose that $f^{*} \neq 0$, then $f^{\prime} \neq 0$ and from $A f^{*}=f^{\prime} A$ we get that $\operatorname{deg}\left(f^{*}\right)=\operatorname{deg}\left(f^{\prime}\right)$, hence $f^{\prime}=z f^{*}$, with $z \in \mathbb{F}^{*}$, Then, $A f^{*}=z f^{*} A$, so $f^{*} A=z^{-1} A f^{*}=A f^{*}$.

Uniqueness of $f^{*}$ : For $f^{*}=0$ the statement is true. Let $f^{*} \neq 0$ and $g \in A$ such that $A g=I=g A$. Then $A f^{*}=A g, g \neq 0$ and $g=z f^{*}$, with $z \in \mathbb{F}^{*}$. By symmetry, $g=f^{*} z^{\prime}$ with $z^{\prime} \in \mathbb{F}^{*}$.

Finally, let $J$ be the largest two-sided ideal of $A$ contained in $f A$. By symmetry, there exists $g^{*} \in A$ such that $J=g^{*} A=A g^{*}$. Let $h \in A$ be a polynomial such that $A h=A f+A g^{*}$. Then, $h=a f+b g^{*}$, for some $a, b \in A$. Since $A g^{*} \subseteq f A$, it follows that $g^{*}=f a_{1}$, for a non-zero $a_{1} \in A$. Thus,

$$
h a_{1}=a f a_{1}+b g^{*} a_{1}=a f a_{1}+b a_{1}^{\prime} g^{*}=a f a_{1}+b a_{1}^{\prime} f a_{1}=\left(a+b a_{1}^{\prime}\right) f a_{1}
$$

Therefore, $h=\left(a+b a_{1}^{\prime}\right) f$, i.e., $h \in A f$ and $A h \subseteq A f$. However, $A g^{*} \subseteq A h$, so that $J=A g^{*} \subseteq A f$. The maximality of $I$ implies that $J \subseteq I$. Similarly, it is shown that $I \subseteq J$. From the latter it follows that $g^{*}=z f^{*}$, with $z \in \mathbb{F}^{*}$.
(ii) Let $h \in A$ be a two-sided multiple of $f$. Then $h=a f=f b$, for some $a, b \in A$. By (i), $I=f^{*} A=A f^{*}$ is the largest two-sided ideal of $A$ contained in $A f$ and $f A$. Thus, $h A=A h \subseteq I$ and, therefore, $h=f^{*} p=q f^{*}$ for certain $p, q \in A$. This implies that $\operatorname{deg}\left(f^{*}\right) \leq \operatorname{deg}(h)$.
(iii) Since $f^{*} \in A f, A f^{*} \subseteq \operatorname{Ann}_{A}(A / A f)$. If $h \in \operatorname{Ann}_{A}(A / A f)$, then $h \overline{1}=\overline{0}$, i.e., $h \in A f$. Thus, the two-sided ideal $\mathrm{Ann}_{A}(A / A f)$ is contained in $A f$, whence $\mathrm{Ann}_{A}(A / A f) \subseteq A f^{*}$.
(iv) This follows from the fact that $A / A f$ is a left $A / A f^{*}$-module since $A f^{*}(A / A f)=0$.

Definition 2.24. Let $f \in A$. The polynomial $f^{*}$ is called the bound polynomial of $\boldsymbol{f}$. Moreover, $f$ is bounded if $f^{*} \neq 0$.

The part (iv) of the previous proposition explains the importance of the bound polynomial in coding theory. Some other properties involving $f^{*}$ are presented next.

Proposition 2.25. Let $f \in A$.
(i) $f$ is a two-sided polynomial if and only if $f^{*}=f$.
(ii) If $f$ is bounded, then $\operatorname{dim}_{\mathbb{F}}\left(A / A f^{*}\right)<\infty$ and $A / A f^{*}$ is an artinian ring (left and right).
(iii) If $f$ is irreducible and bounded, then $A f^{*}$ is maximal and $A / A f^{*}$ is a simple artinian ring.

Proof. (i) $\Rightarrow$ ) Since $f^{*} \in A f, \operatorname{deg}\left(f^{*}\right) \geq \operatorname{deg}(f)$, but according to Proposition 2.23 (ii), $\operatorname{deg}\left(f^{*}\right) \leq \operatorname{deg}(f)$. From this we get that $f^{*}=z f$, with $z \in \mathbb{F}^{*}$. From 2.23 (i), $f^{*}=f$.
$\Leftarrow)$ This follows from 2.23 (i).
(ii) Let $\operatorname{deg}\left(f^{*}\right)=n$, since $A$ is a left euclidean domain, $\left\{1, x, \ldots, x^{n-1}\right\}$ is a $\mathbb{F}$-basis of $A / A f^{*}$. Any left ideal of $A / A f^{*}$ is a vector subspace of $A / A f^{*}$, so $A / A f^{*}$ is left artinian. Since $\sigma$ is bijective and $A f^{*}=f^{*} A$, then considering the coefficients of $A$ on the right side we obtain that $A / A f^{*}$ is right artinian.
(iii) $A f^{*}$ is maximal: $A f^{*} \neq A$, contrary $A f=A=f A$, so $f$ is invertible, a contradiction. Since $f$ is irreducible, then $A f$ is a maximal left ideal of $A$. In fact, let $A g$ such that $A f \subseteq A g$, then $f=p g$, for some $p \in A$, so $p \in A^{*}$ or $g \in A^{*}$. In the first case $A g=A f$ and in the second case $A g=A$.

In order to proof of the maximality of $A f^{*}$, we need the following two preliminary facts.
(a) Let $I \neq 0$ be a two-sided ideal of $A$. Then, there exists $a^{*} \in A-\{0\}$ such that $I=a^{*} A=A a^{*}$ : Since $A$ is a domain of left and right principal ideals, then $I=a A=A a^{\prime}$, for some $a, a^{\prime} \in A-\{0\}$. Therefore, there exist $u, v \in A$ such that $a=u a^{\prime}$ and $a^{\prime}=a v$, so $a=u a v$ and $a^{\prime}=u a^{\prime} v$. Since $u a \in I=a A$, then $u a=a u^{\prime}$, for some $u^{\prime} \in A$. Hence, $a=a u^{\prime} v$, so $u^{\prime} v=1$, i.e., $v \in \mathbb{F}^{*}$. Thus, $a A=A a^{\prime}=A a v$, so $a A v^{-1}=A a$, i.e., $a A=A a$. Similarly, $u \in \mathbb{F}^{*}$ and $a^{\prime} A=A a^{\prime}$, so we can take $a^{*}:=a$ or $a^{*}:=a^{\prime}$.
(b) Let $I_{1}, I_{2} \neq 0$ be two-sided ideals of $A$. If $I_{1} \subseteq I_{2}$, then there exists a two-sided ideal $I_{3}$ of $A$ such that $I_{1}=I_{2} I_{3}$, with $I_{1} \subseteq I_{3}$ : By (a), $I_{1}=a^{*} A=A a^{*}$ and $I_{2}=b^{*} A=A b^{*}$. Then, $a^{*}=b^{*} c$, for some $c \in A$. Given $f \in A$, there exist $f^{\prime}, \bar{f} \in A$ such that $f a^{*}=a^{*} f^{\prime}$ and $f b^{*}=b^{*} \bar{f}$. Therefore, $b^{*} \bar{f} c=f b^{*} c=f a^{*}=a^{*} f^{\prime}=b^{*} c f^{\prime}$, whence $\bar{f} c=c f^{\prime}$. Since $f$ runs through $A$, then $f^{\prime}$ and $\bar{f}$ also run through $A$, hence, $c^{*}:=c$ defines a two-sided ideal $I_{3}:=c^{*} A=A c^{*}$ that satisfies $I_{1}=I_{2} I_{3}$, with $I_{1} \subseteq I_{3}$.

Now we can complete the proof of the maximality of $A f^{*}$. Let $L$ be a two-sided ideal of $A$ such that $A f^{*} \subseteq L$. We have to show that either $L=A f^{*}$ or $L=A$. By (b), taking $I_{1}:=A f^{*}$ and $I_{2}:=L$, there exists a two-sided ideal $K$ such that $A f^{*}=L K$, with $A f^{*} \subseteq K$. If $K \nsubseteq A f$, then $A=A f+K$, so $L=L A f+L K=L A f+A f^{*} \subseteq A f+A f^{*} \subseteq A f$, whence $L \subseteq A f^{*}$, i.e., $L=A f^{*}$. If $K \subseteq A f$, then $K \subseteq A f^{*}$, so $K=A f^{*}$, whence $A f^{*}=L A f^{*}$. This implies that $L=A$ since $A$ is a domain and $f^{*} \neq 0$.
$A / A f^{*}$ is a simple artinian ring: This follows from the just proved and (ii).
In [17] has been computed the bound $f^{*}$ of a given bounded polynomial $f \in A$ assuming that $A$ is finitely generated as module over its center $Z(A)$.

Proposition 2.26 ([17], Proposition 2.4). Assume that $A$ is finitely generated as module over its center by $a_{1}, \ldots, a_{r} \in A$. Let $0 \neq f \in A$. Then, $f$ is bounded and
$f^{*}=\operatorname{lclm}\left(f, f_{a_{1}}, \ldots, f_{a_{r}}\right)$, where $f_{a_{i}}$ is such that $A f_{a_{i}}=\operatorname{Ann}_{A}\left(\overline{a_{i}}\right)$, with $\overline{a_{i}}:=a_{i}+A f, 1 \leq i \leq r$.
Proof. $f$ is bounded: First observe that $A f \cap Z(A)$ is a non zero two-sided ideal of $A$ contained in $A f$ (see [17], p. 273), so $A f \cap Z(A) \subseteq A f^{*}$, whence $f^{*} \neq 0$.

Now we will show that $f^{*}=\operatorname{lc} \operatorname{lm}\left(f, f_{a_{1}}, \ldots, f_{a_{r}}\right)$. Initially we will prove that $f^{*}=\operatorname{lc} \operatorname{lm}\left(f_{a_{1}}, \ldots, f_{a_{r}}\right)$ : We have

$$
\operatorname{Alclm}\left(f_{a_{1}}, \ldots, f_{a_{r}}\right)=A f_{a_{1}} \cap \cdots \cap A f_{a_{r}}=\operatorname{Ann}_{A}\left(\overline{a_{1}}\right) \cap \cdots \cap \operatorname{Ann}_{A}\left(\overline{a_{r}}\right) \text { and } A f^{*}=\operatorname{Ann}_{A}(A / A f)
$$

hence $A f^{*} \subseteq A \operatorname{lclm}\left(f_{a_{1}}, \ldots, f_{a_{r}}\right)$. On the other hand, let $p \in A \operatorname{lclm}\left(f_{a_{1}}, \ldots, f_{a_{r}}\right)$ and $q \in A$, then there exist $q_{1}, \ldots, q_{r} \in Z(A)$ such that $q=q_{1} a_{1}+\cdots+q_{r} a_{r}$. Therefore,

$$
p \bar{q}=p \overline{q_{1} a_{1}}+\cdots+p \overline{q_{r} a_{r}}=q_{1} p \overline{a_{1}}+\cdots+q_{r} p \overline{a_{r}}=\overline{0}
$$

so $p \in \operatorname{Ann}_{A}(A / A f)=A f^{*}$. Hence, $A f^{*}=A \operatorname{lclm}\left(f_{a_{1}}, \ldots, f_{a_{r}}\right)$, i.e., $f^{*}=\operatorname{lclm}\left(f_{a_{1}}, \ldots, f_{a_{r}}\right)$.
Now, since $\left.f\right|_{l} f^{*}$, then $f^{*}=\operatorname{lclm}\left(f, f_{a_{1}}, \ldots, f_{a_{r}}\right)$.

### 2.1.4 F-Linear Evaluation Codes

There are two key types of $\mathbb{F}$-linear codes that we present next.
Definition 2.27. Let $r \geq 1$ and $k \in\{1, \ldots, r\}$.
(i) Let $Z:=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{F}^{r}$ such that $\operatorname{rank}\left(\mathrm{V}_{r}(Z)\right) \geq k$. The remainder evaluation code of length $\boldsymbol{r}$ and support $\boldsymbol{Z}$ is defined as

$$
\mathfrak{C}_{k}(Z):=\left\{\left(g\left(z_{1}\right), \ldots, g\left(z_{r}\right) \in \mathbb{F}^{r}\right) \mid g \in A, \operatorname{deg}(g) \leq k-1\right\} .
$$

(ii) Let $Z:=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{F}^{r}$ such that $\operatorname{rank}\left(\mathrm{Wr}_{r}(Z)\right) \geq k$. The operator evaluation code of length $\boldsymbol{r}$ and support $\boldsymbol{Z}$ is defined as

$$
\mathfrak{C}_{k, \mathcal{L}}(Z):=\left\{\left(\mathcal{L}_{g}\left(z_{1}\right), \ldots, \mathcal{L}_{g}\left(z_{r}\right) \in \mathbb{F}^{r}\right) \mid g \in A, \operatorname{deg}(g) \leq k-1\right\} .
$$

Proposition 2.28. Let $r \geq 1, Z:=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{F}^{r}$ and $k \in\{1, \ldots, r\}$. Then,
(i) $\mathfrak{C}_{k}(Z)$ is a $\mathbb{F}$-linear code of dimension $k$.
(ii) $\mathfrak{C}_{k, \mathcal{L}}(Z)$ is a $\mathbb{F}$-linear code of dimension $k$.

Proof. (i) Since for $g, g^{\prime} \in A, z, z^{\prime} \in \mathbb{F}$, we have $\left(g+g^{\prime}\right)(z)=g(z)+g^{\prime}(z)$ and $\left(z^{\prime} g\right)(z)=z^{\prime} g(z)$, then $\mathfrak{C}_{k}(Z)$ is a $\mathbb{F}$-subspace of $\mathbb{F}^{r}$, i.e., $\mathfrak{C}_{k}(Z)$ is a $\mathbb{F}$-linear code. Next we will show that $\operatorname{dim}_{\mathbb{F}}\left(\mathfrak{C}_{k}(Z)\right)=k$. Observe first that $\mathfrak{C}_{k}(Z)$ is generated as $\mathbb{F}$-space by $k$ vectors:

$$
\left(1\left(z_{1}\right), \ldots, 1\left(z_{r}\right)\right),\left(x\left(z_{1}\right), \ldots, x\left(z_{r}\right)\right) \ldots,\left(x^{k-1}\left(z_{1}\right), \ldots, x^{k-1}\left(z_{r}\right)\right)
$$

thus, we have the matrix

$$
M:=\left[\begin{array}{ccc}
1\left(z_{1}\right) & \cdots & 1\left(z_{r}\right) \\
x\left(z_{1}\right) & \cdots & x\left(z_{r}\right) \\
\vdots & \cdots & \vdots \\
x^{k-1}\left(z_{1}\right) & \cdots & x^{k-1}\left(z_{r}\right)
\end{array}\right]=\left[\begin{array}{ccc}
1 & \cdots & 1 \\
z_{1} & \cdots & z_{r} \\
\vdots & \cdots & \vdots \\
x^{k-1}\left(z_{1}\right) & \cdots & x^{k-1}\left(z_{r}\right)
\end{array}\right] .
$$

Observe that the rows of $M$ are the first $k$ rows of $\mathrm{V}_{r}(Z)$, so $\operatorname{rank}(M)=\min \{l, k\}$, where $l:=$ $\operatorname{rank}\left(\mathrm{V}_{r}(Z)\right)$, hence $l \geq k$. Thus, $\operatorname{rank}(M)=k$. This means that $\operatorname{dim}_{\mathbb{F}}\left(\mathfrak{C}_{k}(Z)\right)=k$.
(ii) For $g, g^{\prime} \in A, z, z^{\prime} \in \mathbb{F}$, we have $\mathcal{L}_{g}(z)+\mathcal{L}_{g^{\prime}}(z)=\mathcal{L}_{g+g^{\prime}}(z)$ and $\left(z^{\prime} \mathcal{L}_{g}\right)(z)=\mathcal{L}_{z^{\prime} g}(z)$, so $\mathfrak{C}_{k, \mathcal{L}}(Z)$ is a $\mathbb{F}$-subspace of $\mathbb{F}^{r}$, i.e., $\mathfrak{C}_{k, \mathcal{L}}(Z)$ is a $\mathbb{F}$-linear code. Moreover, $\mathfrak{C}_{k, \mathcal{L}}(Z)$ is generated as $\mathbb{F}$-space by $k$ vectors:

$$
\left(z_{1}, \ldots, z_{r}\right),\left(\mathcal{D}\left(z_{1}\right), \ldots,\left(\mathcal{D}\left(z_{r}\right)\right) \ldots,\left(\left(\mathcal{D}^{k-1}\left(z_{1}\right), \ldots,\left(\mathcal{D}^{k-1}\left(z_{r}\right)\right)\right.\right.\right.
$$

then we have the matrix

$$
N:=\left[\begin{array}{ccc}
z_{1} & \cdots & z_{r} \\
\mathcal{D}\left(z_{1}\right) & \cdots & \mathcal{D}\left(z_{r}\right) \\
\vdots & \cdots & \vdots \\
\mathcal{D}^{k-1}\left(z_{1}\right) & \cdots & \mathcal{D}^{k-1}\left(z_{r}\right)
\end{array}\right]
$$

Observe that the rows of $N$ are the first $k$ rows of $\operatorname{Wr}_{r}(Z)$, so $\operatorname{rank}(N)=\min \{s, k\}$, where $s:=$ $\operatorname{rank}\left(\operatorname{Wr}_{r}(Z)\right)$, hence $s \geq k$. Thus, $\operatorname{rank}(N)=k$. This means that $\operatorname{dim}_{\mathbb{F}}\left(\mathfrak{C}_{k, \mathcal{L}}(Z)\right)=k$.

### 2.1.5 Distance of F-Linear Codes

In this subsection we recall two classical notions of distance for $\mathbb{F}$-linear codes. We will follow [2] and [10].

Definition 2.29. Let $r \geq 1$ and $\mathbb{F}^{\sigma}:=\{z \in \mathbb{F} \mid \sigma(z)=z\}$.
(i) If $Z:=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{F}^{r}$, the rank of $Z$, denoted $\operatorname{rank}(Z)$, is the dimension of the $\mathbb{F}^{\sigma}$-vector subspace of $\mathbb{F}$ spanned by $z_{1}, \ldots, z_{r}$.
(ii) For $Z=\left(z_{1}, \ldots, z_{r}\right), Z^{\prime}=:=\left(z_{1}^{\prime}, \ldots, z_{r}^{\prime}\right) \in \mathbb{F}^{r}$ the rank distance is defined by

$$
d_{\mathrm{rank}}\left(Z, Z^{\prime}\right):=\operatorname{rank}\left(Z-Z^{\prime}\right)
$$

and the Hamming distance is defined by

$$
d_{H}\left(Z, Z^{\prime}\right):=\left|\left\{i \in\{1, \ldots, r\} \mid z_{i} \neq z_{i}^{\prime}\right\}\right| .
$$

(iii) If $\mathfrak{C}$ is a $\mathbb{F}$-linear code of $\mathbb{F}^{r}$, the minimal rank distance of $\mathfrak{C}$ is defined by

$$
d_{\mathrm{rank}}(\mathfrak{C}):=\min \left\{d_{\mathrm{rank}}\left(Z, Z^{\prime}\right) \mid Z, Z^{\prime} \in \mathfrak{C}, Z \neq Z^{\prime}\right\}
$$

and the minimal Hamming distance of $\mathfrak{C}$ is defined by

$$
d_{H}(\mathfrak{C}):=\min \left\{d_{H}\left(Z, Z^{\prime}\right) \mid Z, Z^{\prime} \in \mathfrak{C}, Z \neq Z^{\prime}\right\}
$$

(iv) Let $\mathfrak{C}$ be a $\mathbb{F}$-linear code of $\mathbb{F}^{r}$. $\mathfrak{C}$ is a MRD (Maximum Rank Distance) code if

$$
d_{\text {rank }}(\mathfrak{C})=r-\operatorname{dim}_{\mathbb{F}}(\mathfrak{C})+1
$$

$\mathfrak{C}$ is a MDS (Maximum Distance Separable) code if

$$
d_{H}(\mathfrak{C})=r-\operatorname{dim}_{\mathbb{F}}(\mathfrak{C})+1 .
$$

Some properties of the defined distances are presented in the next proposition.
Proposition 2.30. With the notation of the previous definition,
(i) $d_{\mathrm{rank}}\left(Z, Z^{\prime}\right) \leq d_{H}\left(Z, Z^{\prime}\right)$, for all $Z, Z^{\prime} \in \mathbb{F}^{r}$.
(ii) $d_{\mathrm{rank}}\left(Z, Z^{\prime}\right) \geq 0 ; d_{\mathrm{rank}}\left(Z, Z^{\prime}\right)=0$ if and only if $Z=Z^{\prime} ; d_{\mathrm{rank}}\left(Z, Z^{\prime}\right)=d_{\mathrm{rank}}\left(Z^{\prime}, Z\right)$; $d_{\mathrm{rank}}\left(Z, Z^{\prime}\right) \leq$ $d_{\mathrm{rank}}\left(Z, Z^{\prime \prime}\right)+d_{\mathrm{rank}}\left(Z^{\prime \prime}, Z^{\prime}\right)$, for every $Z^{\prime \prime} \in \mathbb{F}^{r}$. Thus, $d_{\mathrm{rank}}$ is a metric over $\mathbb{F}^{r}$.
(iii) $d_{H}\left(Z, Z^{\prime}\right) \geq 0 ; d_{H}\left(Z, Z^{\prime}\right)=0$ if and only if $Z=Z^{\prime} ; d_{H}\left(Z, Z^{\prime}\right)=d_{H}\left(Z^{\prime}, Z\right) ; d_{H}\left(Z, Z^{\prime}\right) \leq$ $d_{H}\left(Z, Z^{\prime \prime}\right)+d_{H}\left(Z^{\prime \prime}, Z^{\prime}\right)$, for every $Z^{\prime \prime} \in \mathbb{F}^{r}$. Thus, $d_{H}$ is a metric over $\mathbb{F}^{r}$.
(iv) Let $\mathfrak{C}$ be a $\mathbb{F}$-linear code of $\mathbb{F}^{r}$ with $\operatorname{dim}_{\mathbb{F}}(\mathfrak{C})=k$. Then,

$$
d_{H}(\mathfrak{C}) \leq r-k+1 \text { and } d_{\mathrm{rank}}(\mathfrak{C}) \leq r-k+1
$$

(v) Let $\mathfrak{C}$ be a $\mathbb{F}$-linear code of $\mathbb{F}^{r}$ with $\operatorname{dim}_{\mathbb{F}}(\mathfrak{C})=k$. $\mathfrak{C}$ is $M R D$ if and only if for every matrix $Y \in M_{(r-k) \times r}\left(\mathbb{F}^{\sigma}\right)$ of rank $r-k$, the rank of $Y G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right)^{T}$ over $\mathbb{F}$ is $r-k$. Moreover, $\mathfrak{C}$ is $M R D$ if and only if $\mathfrak{C}^{\perp}$ is MRD.
(vi) Let $\mathfrak{C}$ be a $\mathbb{F}$-linear code of $\mathbb{F}^{r}$ with $\operatorname{dim}_{\mathbb{F}}(\mathfrak{C})=k$. $\mathfrak{C}$ is $M D S$ if and only if any $r-k$ columns of $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right)$ are linearly independent. Moreover, $\mathfrak{C}$ is MDS if and only if $\mathfrak{C}^{\perp}$ is MDS.
(vii) Let $Z:=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{F}^{r}$ such that $\operatorname{rank}\left(\mathrm{V}_{r}(Z)\right)=r$. Then, for every $k \in\{1, \ldots, r\}, \mathfrak{C}_{k}(Z)$ is $M D S$.
(viii) Let $Z:=\left(z_{1}, \ldots, z_{r}\right) \in \mathbb{F}^{r}$ such that $z_{1}, \ldots, z_{r}$ are linearly independent over $\mathbb{F}^{\sigma}$. Then, for every $k \in\{1, \ldots, r\}, \mathfrak{C}_{k, \mathcal{L}}(Z)$ is $M R D$.

Proof. (i)-(iii) are evident.
(iv) Since $\operatorname{dim}_{\mathbb{F}}(\mathfrak{C})=k$, there exists at least one word $Z \neq 0$ in $\mathfrak{C}$ such that the number of its non zero entries is $\leq r-k+1$. In fact, consider a generator matrix $G_{X}(\mathfrak{C})$ of $\mathfrak{C}$,

$$
G_{X}(\mathfrak{C})=\left[\begin{array}{ccc}
v_{11} & \cdots & v_{1 r} \\
\vdots & \cdots & \vdots \\
v_{k 1} & \cdots & v_{k r}
\end{array}\right] .
$$

In the first row of $G_{X}(\mathfrak{C})$ there is at least one non zero entry, say, $v_{1 j_{1}}$. By elementary row operations we can assume that

$$
G_{X}(\mathfrak{C})=\left[\begin{array}{ccccc}
v_{11} & \cdots & 1 & \cdots & v_{1 r} \\
\vdots & \cdots & 0 & \vdots & \\
v_{k 1} & \cdots & 0 & \cdots & v_{k r}
\end{array}\right],
$$

where the $j_{1}$-th column of $G_{X}\left(\mathfrak{C}\right.$ is $(1,0, \ldots, 0)^{T}$. We can repeat this procedure for any other row; observe that $j_{1}, \ldots, j_{k}$ are different. Thus, considering any row of $G_{X}(\mathfrak{C})$, for example, the first one, we conclude that the number of non zero entries in this first row is $\leq r-k+1$. This proves the claimed. Therefore, there exists $0 \neq Z$ in $\mathfrak{C}$ such that $d_{H}(Z, 0) \leq r-k+1$, whence $d_{H}(\mathfrak{C}) \leq r-k+1$.

Now, from (i), $d_{\text {rank }}\left(Z, Z^{\prime}\right) \leq d_{H}\left(Z, Z^{\prime}\right)$, for all $Z, Z^{\prime} \in \mathfrak{C}$, so $d_{\text {rank }}(\mathfrak{C}) \leq d_{H}(\mathfrak{C}) \leq r-k+1$.
(v) See [10], Theorem 3.
$(\mathrm{vi}) \Rightarrow)$ : By the hypothesis, $d_{H}(\mathfrak{C})=r-k+1$, then every nonzero word of $\mathfrak{C}$ has at least $r-k+1$ non zero entries. Assume that $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right)$ has $r-k$ columns linearly dependent, then there exists $0 \neq Z \in \mathbb{F}^{r}$ such that $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right) Z^{T}=0$, where the number of non zero entries of $Z$ is $\leq r-k$. But since $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right)$ is a check parity matrix of $\mathfrak{C}$, then $Z \in \mathfrak{C}$ (Proposition 2.9), a contradiction.
> $\Leftarrow)$ : Assume that there exist $Z, Z^{\prime} \in \mathfrak{C}$ such that $d_{H}\left(Z, Z^{\prime}\right)<r-k+1$. We have $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right) Z=0=$ $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right) Z^{\prime}$, so $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right)\left(Z-Z^{\prime}\right)=0$. But the number of non zero entries of $Z-Z^{\prime}$ is $<r-k+1$, then $G_{X^{\perp}}\left(\mathfrak{C}^{\perp}\right)$ has $r-k$ columns linearly dependent.

> Since $\left(\mathfrak{C}^{\perp}\right)^{\perp}=\mathfrak{C}$, for the second statement it is enough to prove that if $\mathfrak{C}$ is $M D S$, then $\mathfrak{C}^{\perp}$ is $M D S$. We have to show that any $k$ columns of $G_{X}(\mathfrak{C})$ are linearly independent. Contrary, assume that $G_{X}(\mathfrak{C})$ has $k$ columns linearly dependent. Consider the submatrix $M$ of size $k \times k$ formed by these columns. Then $\operatorname{rank}(M)<k$, whence the rows of $M$ are linearly dependent, i.e., there exists a linear combination of the rows of $M$ that is zero, and hence, for the same linear combination on the rows of $G_{X}(\mathfrak{C})$, we have that at least $k$ entries in this combination are zero. This implies that we have a word in $\mathfrak{C}$ where the number of non zero entries is $\leq r-k$. This is a contradiction since $\mathfrak{C}$ is $M D S$.
> (vii) From (iv) we know that for every $k \in\{1, \ldots, r\}, d_{H}\left(\mathfrak{C}_{k}(Z)\right) \leq r-k+1$. Suppose that there exists $k \in\{1, \ldots, r\}$ such that $d_{H}\left(\mathfrak{C}_{k}(Z)\right)<r-k+1$, then there exist $Z^{\prime}, Z^{\prime \prime} \in \mathfrak{C}_{k}(Z)$ such that $d_{H}\left(Z^{\prime}, Z^{\prime \prime}\right)<r-k+1$, so $Z^{\prime}-Z^{\prime \prime} \in \mathfrak{C}_{k}(Z)$ is such that at least $k$ coordinates of $Z^{\prime}-Z^{\prime \prime}$ are null, i.e., there exists $g \in A$ such that $\operatorname{deg}(g) \leq k-1$ and $g\left(z_{i_{1}}\right)=\cdots=g\left(z_{i_{k}}\right)=0$. Then, $\left.\left(x-z_{i_{j}}\right)\right|_{r} g$ for every $1 \leq j \leq k$, whence $\left.\operatorname{lclm}\left(x-z_{i_{1}}, \ldots, x-z_{i_{k}}\right)\right|_{r} g$. Since $\operatorname{rank}\left(\mathrm{V}_{r}(Z)\right)=r$, then $\operatorname{rank}\left(\mathrm{V}_{r}\left(z_{i_{1}}, \ldots, z_{i_{k}}\right)\right)=k$, but from Proposition 2.21, for the algebraic set $X:=\left\{z_{i_{1}}, \ldots, z_{i_{k}}\right\}$, we have

$$
\operatorname{rank}\left(\mathrm{V}_{r}\left(z_{i_{1}}, \ldots, z_{i_{k}}\right)\right)=\operatorname{rank}(X)=\operatorname{deg}\left(m_{X}\right)=\operatorname{deg}\left(\operatorname{lclm}\left(x-z_{i_{1}}, \ldots, x-z_{i_{k}}\right)\right),
$$

so $\operatorname{deg}(g) \geq k$, a contradiction. This completes the proof of (vii).
(viii) By Proposition 2.9, $\left(\mathfrak{C}_{k, \mathcal{L}}(Z)^{\perp}\right)^{\perp}=\mathfrak{C}_{k, \mathcal{L}}(Z)$, hence, from (v), we will show that for every $k \in\{1, \ldots, r\}, \mathfrak{C}_{k, \mathcal{L}}(Z)^{\perp}$ is $M R D$. Thus, we will prove that $d_{\text {rank }}\left(\mathfrak{C}_{k, \mathcal{L}}(Z)^{\perp}\right)=r-\operatorname{dim}_{\mathbb{F}}\left(\mathfrak{C}_{k, \mathcal{L}}(Z)^{\perp}\right)+1=$ $r-(r-k)+1=k+1$, for every $k \in\{1, \ldots, r\}$. The idea is to show that for every $k \in\{1, \ldots, r\}$, there is not a word in $\mathfrak{C}_{k, \mathcal{L}}(Z)^{\perp}$ of rank $<k+1$ over $\mathbb{F}^{\sigma}$. Contrary, assume that there is a $k \in\{1, \ldots, r\}$ and a word $Z^{\prime}:=\left(z_{1}^{\prime}, \ldots, z_{r}^{\prime}\right) \in \mathfrak{C}_{k, \mathcal{L}}(Z)^{\perp}$ of rank $t<k+1$, i.e., $\operatorname{dim}_{\mathbb{F}^{\sigma}}\left\langle z_{1}^{\prime}, \ldots, z_{r}^{\prime}\right\rangle=t<k+1$; let $\left\{u_{1}, \ldots, u_{t}\right\}$ be a $\mathbb{F}^{\sigma}$-basis of $\left\langle z_{1}^{\prime}, \ldots, z_{r}^{\prime}\right\rangle$, then there exists a matrix $M \in M_{t \times r}\left(\mathbb{F}^{\sigma}\right)$ such that $Z^{\prime}=\left(u_{1}, \ldots, u_{t}\right) M$, and from Proposition 2.9, $G_{X}\left(\mathfrak{C}_{k, \mathcal{L}}(Z)\right) Z^{T}=0$, i.e., $G_{X}\left(\mathfrak{C}_{k, \mathcal{L}}(Z)\right) M^{T}\left(u_{1}, \ldots, u_{t}\right)^{T}=0$, but according to the proof of Proposition 2.28, $G_{X}\left(\mathfrak{C}_{k, \mathcal{L}}(Z)\right)=\mathrm{Wr}_{k, r}(Z)$ (the rectangular Wronskian matrix, defined as in Definition 2.16, but with only $k$ rows; $k \leq r$ ), but since $t \leq k, \mathrm{Wr}_{t, r}(Z) M^{T}\left(u_{1}, \ldots, u_{t}\right)^{T}=0$. Let $Z^{\prime \prime}:=\left(z_{1}^{\prime \prime}, \ldots, z_{t}^{\prime \prime}\right):=Z M^{T}$; since $\mathcal{D}$ is $\mathbb{F}$-linear (see Definition 2.16), we obtain that $\mathrm{Wr}_{t, r}(Z) M^{T}=$ $\mathrm{Wr}_{t}\left(Z^{\prime \prime}\right)$, hence $\mathrm{Wr}_{t}\left(Z^{\prime \prime}\right)\left(u_{1}, \ldots, u_{t}\right)^{T}=0$. Now, as $z_{1}, \ldots, z_{r}$ are linearly independent over $\mathbb{F}^{\sigma}$ and the rank of $M$ over $\mathbb{F}^{\sigma}$ is $t$ (the fact that the rank of $M$ is $t$ can be explained in the following way: there exists a matrix $N \in M_{r \times t}\left(\mathbb{F}^{\sigma}\right)$ such that $U=Z^{\prime} N$, where $U:=\left(u_{1}, \ldots, u_{t}\right)$, so $M N=I_{t}$, whence, $t=\operatorname{rank}(M N) \leq \min \{\operatorname{rank}(M), \operatorname{rank}(N)\}, \operatorname{but} \operatorname{rank}(M) \leq t, \operatorname{rank}(N) \leq t)$, then $z_{1}^{\prime \prime}, \ldots, z_{t}^{\prime \prime}$ are linearly independent over $\mathbb{F}^{\sigma}$, hence $\operatorname{det}\left(\operatorname{Wr}_{t}\left(Z^{\prime \prime}\right)\right) \neq 0$, a contradiction.

### 2.2 The Case A:= F[x; $\sigma]$

Let $\mathbb{F}[x ; \sigma, \delta]$ be as in the previous subsections. As we observed at the beginning of subsection 2.1 , since $\mathbb{F}$ is a finite field then $\delta$ necessarily is a $\sigma$-inner derivation, but in such case it is well-known that $\mathbb{F}[x ; \sigma, \delta]$ is isomorphic to $\mathbb{F}[y ; \sigma]$, where $y:=x-w$, with $w$ as in (2.3) (see [34] or also [27], Chapter 1). Thus, over finite fields, the Ore extension $\mathbb{F}[x ; \sigma, \delta]$ can be reduced to one of automorphism type, i.e, where the $\sigma$-derivation is trivial. In this subsection we will study the case $A:=\mathbb{F}[x ; \sigma]$ and we fix the modulus $f \in A$ of degree $n \geq 1$. Of course all results of the previous subsection can be applied in this situation, but some additional properties will be added. We will mainly follow [11], and also, [13] and [15].

### 2.2.1 Two-Sided Polynomials

The next proposition establishes conditions under which a given polynomial of $A$ is two-sided. For this, recall that $Z(A)=\mathbb{F}^{\sigma}\left[x^{s}\right]$, where $s$ is the order of $\sigma$ (see [32] or also [27]).

Proposition 2.31. $g \in A$ is a two-sided polynomial if and only if $g=c x^{t} h$, for some $c \in \mathbb{F}, t \geq 0$ and $h \in Z(A)$. In particular, for $a \in \mathbb{F}^{*}, x^{n}-a$ is a two-sided polynomial if and only if $x^{n}-a \in Z(A)$ if and only if $\sigma(a)=a$ and $s \mid n$, where $a \in \mathbb{F}$ and $s$ is the order of $\sigma$.

Proof. $\Rightarrow$ ): If $g=0$, then we can take $c=0, t=0, h=1$. Let $g:=g_{0}+\cdots+g_{m} x^{m} \neq 0$, with $g_{m} \neq 0$. We can assume that $g$ is monic. In fact, $g=g_{m}\left(g_{m}^{-1} g_{0}+\cdots+x^{m}\right)=g_{m} g^{\prime}$, with $g^{\prime}:=g_{m}^{-1} g_{0}+\cdots+x^{m}$. We have $A g=g A$, so, since $A g_{m}=g_{m} A$, we get $A g_{m} g^{\prime}=g_{m} g^{\prime} A=g_{m} A g^{\prime}$, but since $g_{m} \neq 0$, then $g^{\prime} A=A g^{\prime}$. Therefore, if we prove the claimed for monic polynomials, then $g^{\prime}=c^{\prime} x^{t} h$, with $c^{\prime} \in \mathbb{F}, t \geq 0$ and $h \in Z(A)$, so $g=c x^{t} h$, with $c=g_{m} c^{\prime}$.

We will prove the claimed by induction on $m$. If $m=0$, then $c=g=1 \in \mathbb{F}, t=0$ and $h=1$. If $m=1$, then $g=g_{0}+x$; if $g_{0}=0$, then we get the claimed with $c=1, t=1$ and $h=1$. Assume that $g_{0} \neq 0$; if $\sigma=i_{\mathbb{F}}$, then $A$ is commutative and $g \in Z(A)$, thus $c=1, t=0, h=g$. Hence, assume that $g_{0} \neq 0$ and $\sigma \neq i_{\mathbb{F}}$. Then, there exists $z \in \mathbb{F}$ such that $\sigma(z) \neq z$; consider $g z \in g A=A g$, then $\left(g_{0}+x\right) z=z^{\prime}\left(g_{0}+x\right)$, with $z^{\prime} \in \mathbb{F}$, from this we get that $g_{0} z+\sigma(z) x=z^{\prime} g_{0}+z^{\prime} x$, so $z=z^{\prime}$ and
$\sigma(z)=z^{\prime}=z$, a contradiction. This completes the proof of case $m=1$.
Assume the claimed proved for non zero monic two-sided polynomials of degree $\leq m-1$. We will consider two possible cases.

Case 1. $g_{0} \neq 0$. If $\sigma=i_{\mathbb{F}}$, then $A$ is commutative and $g \in Z(A)$, thus $c=1, t=0, h=g$. Now assume that $\sigma \neq i_{\mathbb{F}}$. Let $G$ be the set of non zero coefficients of $g$. Arise two cases.

Case 1.1. There exists $g_{l} \in G$ such that $\sigma^{l} \neq i_{\mathbb{F}}$. Then, there exists $u \in \mathbb{F}$ such that $\sigma^{l}(u) \neq u$, so $g u=u^{\prime} g$, for some $u^{\prime} \in \mathbb{F}$, from this we get that $u=u^{\prime}$ and $\sigma^{l}(u)=u^{\prime}=u$, a contradiction.

Case 1.2. For every $g_{l} \in G, \sigma^{l}=i_{\mathbb{F}}$. Let $s$ be the order of $\sigma$, then $s \mid l$. In particular, $m=t s$, with $t \in \mathbb{N}$. Thus, $g=g_{0}+g_{s} x^{s}+g_{2 s} x^{2 s}+\cdots+g_{s t} x^{t s}$, where $G \subseteq\left\{g_{0}, g_{s}, g_{2 s}, \ldots, g_{t s}\right\}$, with $g_{t s}=1$. We want to show that $\sigma\left(g_{l}\right)=g_{l}$ for every $g_{l} \in G$, if so, then $g \in Z(A)$, and we finish the case 1. Assume that there exists $g_{l} \in G$ such that $\sigma\left(g_{l}\right) \neq g_{l}$, with $l=r s$, for some $0 \leq r \leq t-1$. Consider $g x \in g A$, then $g x=\left(p_{0}+x\right) g$, for some $p_{0} \in \mathbb{F}$ (recall that $g$ is monic). From this we get that $\sigma\left(g_{r s}\right)=g_{r s}$, i.e., $\sigma\left(g_{l}\right)=g_{l}$, a contradiction. Thus, $g \in Z(A), c=1$ and $t=0$.

Case 2. $g_{0}=0$. Let $l$ be minimum such that $g_{l} \neq 0$. Then $g=x^{l} g^{\prime}$, with $l \geq 1$ and $0 \neq g^{\prime} \in A$ monic. Observe that $x^{l}$ and $g^{\prime}$ are two-sided: In fact, $x^{l} A=A x^{l}$ and $A g=A x^{l} g^{\prime}=x^{l} A g^{\prime}=x^{l} g^{\prime} A=g A$, but since $A$ is a domain, then $A g^{\prime}=g^{\prime} A$. By induction, there exist $c^{\prime} \in \mathbb{F}, l^{\prime} \geq 0$ and $h \in Z(A)$ such that $g^{\prime}=c^{\prime} x^{l^{\prime}} h$, hence $g=x^{l} c^{\prime} x^{l^{\prime}} h=\sigma^{l}\left(c^{\prime}\right) x^{l+l^{\prime}} h$, so we obtain the claimed with $c:=\sigma^{l}\left(c^{\prime}\right)$ and $t:=l+l^{\prime}$.
$\Leftarrow)$ : If $c=0$, then clearly $A g=g A$. Let $c \neq 0$ and $p=p_{0}+p_{1} x+\cdots+p_{l} x^{l} \in A$, then

$$
\begin{gathered}
g p=c x^{t} h p=c x^{t} p h=c\left(\sigma^{t}\left(p_{0}\right) x^{t}+\sigma^{t}\left(p_{1}\right) x^{t+1}+\cdots+\sigma^{t}\left(p_{l}\right) x^{t+l}\right) h= \\
{\left[\sigma^{t}\left(p_{0}\right) c x^{t}+\sigma^{t}\left(p_{1}\right) c x c^{-1} c x^{t}+\cdots+\sigma^{t}\left(p_{l}\right) c x^{l} c^{-1} c x^{t}\right] h=} \\
{\left[\sigma^{t}\left(p_{0}\right)+\sigma^{t}\left(p_{1}\right) c x c^{-1}+\cdots+\sigma^{t}\left(p_{l}\right) c x^{l} c^{-1}\right] c x^{t} h=\left[\sigma^{t}\left(p_{0}\right)+\sigma^{t}\left(p_{1}\right) c x c^{-1}+\cdots+\sigma^{t}\left(p_{l}\right) c x^{l} c^{-1}\right] g,}
\end{gathered}
$$

so $g A \subseteq A g$. Now,
$p g=\left(p_{0}+p_{1} x+\cdots+p_{l} x^{l}\right) c x^{t} h=h\left(p_{0}+p_{1} x+\cdots+p_{l} x^{l}\right) c x^{t}=c x^{t} h\left[\sigma^{-t}\left(p_{0}\right)+\sigma^{-t}\left(p_{1} c^{-1} \sigma(c)\right) x+\cdots+\right.$ $\left.\sigma^{-t}\left(p_{l} c^{-1} \sigma^{l}(c)\right) x^{l}\right]=g\left[\sigma^{-t}\left(p_{0}\right)+\sigma^{-t}\left(p_{1} c^{-1} \sigma(c)\right) x+\cdots+\sigma^{-t}\left(p_{l} c^{-1} \sigma^{l}(c)\right) x^{l}\right]$,
so $A g \subseteq g A$.
Now we consider the particular case when $g$ is the modulus $f$, with $f:=x^{n}-a, a \in \mathbb{F}^{*}$. If $x^{n}-a$ is a two-sided polynomial, we will show that $x^{n}-a$ is central. For $b \in \mathbb{F},\left(x^{n}-a\right) b=p\left(x^{n}-a\right)$, with $p \in A$, then necessarily $p \in \mathbb{F}$ and $a b=p a$, so $p=b$, i.e., $x^{n}-a$ commutes with any element of $\mathbb{F}$; now, $\left(x^{n}-a\right) x=q\left(x^{n}-a\right)$ for some $q \in A$, then $\operatorname{deg}(q)=1$, so $q=q_{0}+q_{1} x$, and from this necessarily $q_{1}=1$ and $q_{0}=0$, i.e., $x^{n}-a$ commutes with $x$. This implies that $x^{n}-a$ is central. Conversely, if $x^{n}-a \in Z(A)$, then obviously $x^{n}-a$ is a two-sided polynomial. The last assertion of the proposition is trivial.

### 2.2.2 Similarity of Polynomials

Definition 2.32. Let $g=g_{0}+\cdots+x^{m} \in A$ be a monic polynomial, $m \geq 1$. The companion matrix of $g$ is defined by

$$
C_{g}:=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-g_{0} & -g_{1} & -g_{2} & \cdots & -g_{m-1}
\end{array}\right] \in M_{m \times m}(\mathbb{F})
$$

Proposition 2.33 ([23], Theorem 4.9). Let $g, h \in A$ be monic polynomials of degree $m \geq 1$. Then, $g \approx_{l} h$ if and only if there exists a matrix $B \in G L_{m}(\mathbb{F})$ such that $C_{g}=\sigma(B) C_{h} B^{-1}$.

Proof. $\Rightarrow)$ : Let $\alpha: A / A g \rightarrow A / A h$ be an isomorphism of left $A$-modules. Then $\alpha$ is an $\mathbb{F}$-isomorphism. Consider the function $S_{g}: A / A g \rightarrow A / A g, \bar{a} \mapsto \overline{x a}$, for $a \in A$. Observe that $S_{g}$ is a well-defined $\boldsymbol{\sigma}$-semilinear homomorphism, i.e., $S_{g}(z \bar{a})=\sigma(z) S_{g}(\bar{a})$, for $z \in \mathbb{F}$. Despite of $S_{g}$ is not $\mathbb{F}$-linear, notice that $C_{g}$ is the matrix of $S_{g}$ in the canonical $\mathbb{F}$-basis $X_{g}:=\left\{\overline{1}, \bar{x}, \ldots, \overline{x^{m-1}}\right\}$ of $A / A g$ (we dispose the scalars by rows, see [23], p.10). Similarly, $C_{h}$ is the matrix of $S_{h}: A / A h \rightarrow A / A h$ in the canonical $\mathbb{F}$-basis $X_{h}:=\left\{\overline{1}, \bar{x}, \ldots, \overline{x^{m-1}}\right\}$ of $A / A h$. Let $B$ be the matrix of $\alpha$ in the canonical $\mathbb{F}$-bases $X_{g}$ and $X_{h}$, then $B \in G L_{m}(\mathbb{F})$. We want to show that $C_{g} B=\sigma(B) C_{h}$. Since $\alpha$ is $A$-linear we have $\alpha \circ S_{g}=S_{h} \circ \alpha$. In fact, let $a \in A$, then $\alpha \circ S_{g}(\bar{a})=\alpha(\overline{x a})=\alpha(x \bar{a})=x \alpha(\bar{a})$ and $S_{h} \circ \alpha(\bar{a})=S_{h}(\bar{b})=\overline{x b}=x \bar{b}=x \alpha(\bar{a})$. Let $\bar{a}=a_{0} \overline{1}+a_{1} \bar{x}+\cdots+a_{m-1} \overline{x^{m-1}} \in A / A g$, with $a_{i} \in \mathbb{F}, 0 \leq i \leq m-1$, then $\alpha\left(S_{g}(\bar{a})\right)=S_{h}(\alpha(\bar{a}))$ and we can express this equality by the coordinates in the canonical bases, i.e., in a matrix form:

$$
\left(\sigma\left(a_{0}\right), \ldots, \sigma\left(a_{m-1}\right)\right) C_{g} B=\left(\sigma\left(a_{0}\right), \ldots, \sigma\left(a_{m-1}\right)\right) \sigma(B) C_{h}, \text { for every }\left(a_{0}, \ldots, a_{m-1}\right)
$$

As $\sigma$ is bijective, then $C_{g} B=\sigma(B) C_{h}$.
$\Leftarrow)$ : Now we assume that there exists a matrix $B \in G L_{m}(\mathbb{F})$ such that $C_{g}=\sigma(B) C_{h} B^{-1}$. Let $\alpha: A / A g \rightarrow A / A h$ be the $\mathbb{F}$-linear isomorphism corresponding to $B$ in the canonical $\mathbb{F}$-bases as before. We want to show that $\alpha$ is $A$-linear. From $C_{g} B=\sigma(B) C_{h}$ we get that $\alpha \circ S_{g}=S_{h} \circ \alpha$, but this means that $\alpha$ is $A$-linear, so $g \approx_{l} h$.

### 2.2.3 Skew polynomials and linearized polynomials

Recall that $|\mathbb{F}|=q^{k}$, where $k:=\operatorname{dim}_{\mathbb{Z}_{q}}(\mathbb{F})$ and $\mathbb{Z}_{q}$ is the prime subfield of $\mathbb{F}$. In this subsection we will assume that $\sigma=\phi$ is the Frobenius automorphism. Related to Proposition 2.14 we have the following subset of the commutative polynomial ring $\mathbb{F}[y]$.

Definition 2.34. Let $\mathfrak{L}:=\left\{\sum_{i=0}^{m} g_{i} y^{q^{i}} \mid g_{i} \in \mathbb{F}, m \geq 0\right\}$. The elements of $\mathfrak{L}$ are called $\boldsymbol{q}$-linearized polynomials.

Observe that if $g \in A$, the function $\mathbb{F} \rightarrow \mathbb{F}$ defined by $z \mapsto g(z)$ is not, in general, $\mathbb{Z}_{q}$-linear. But if $g \in \mathfrak{L}$, then the function, also denoted by $g$, and defined by

$$
\begin{aligned}
& \mathbb{F} \xrightarrow{g} \mathbb{F} \\
& z \mapsto g(z)
\end{aligned}
$$

is $\mathbb{Z}_{q}$-linear. In fact, this function is additive since

$$
\left(z+z^{\prime}\right)^{q^{i}}=z^{q^{i}}+z^{\prime q^{i}}, \text { and if } u \in \mathbb{Z}_{q} \text { and } z \in \mathbb{F} \text {, then }(u z)^{q^{i}}=u^{q^{i}} z^{q^{i}}=u z^{q^{i}} .
$$

This justifies the name of the elements of $\mathfrak{L}$. If $X:=\left\{z_{0}, \ldots, z_{k-1}\right\}$ is a $\mathbb{Z}_{q}$-basis of $\mathbb{F}$, then $M_{g}$ will denote the matrix of $g$ in the basis $X$.

Proposition 2.35. Let $\mathfrak{L}$ be the set of $q$-linearized polynomials. Then,
(i) $\mathfrak{L}$ is a ring, where the addition is the usual addition in $\mathbb{F}[y]$ and the product $\circ$ is the composition of polynomials, i.e., $z y^{q^{i}} \circ z^{\prime} y^{q^{j}}:=z z^{\prime q^{i}} y^{q^{i+j}}$, with $z, z^{\prime} \in \mathbb{F}$.
(ii) The function

$$
\begin{aligned}
\Lambda: A & \rightarrow \mathfrak{L} \\
\sum_{i=0}^{m} g_{i} x^{i} & \mapsto \sum_{i=0}^{m} g_{i} y^{q^{i}}
\end{aligned}
$$

is a ring isomorphism.
(iii) Let $X:=\left\{z_{0}, \ldots, z_{k-1}\right\}$ be a $\mathbb{Z}_{q}$-basis of $\mathbb{F}$. The Moore matrix of $X$ is defined by

$$
\mathrm{M}(X):=\left[\begin{array}{ccccc}
z_{0} & z_{1} & \cdots & z_{k-2} & z_{k-1} \\
z_{0}^{q} & z_{1}^{q} & \cdots & z_{k-2}^{q} & z_{k-1}^{q} \\
\vdots & \vdots & & \vdots & \vdots \\
z_{0}^{q^{k-1}} & z_{1}^{q^{k-1}} & \cdots & z_{k-2}^{q^{k-1}} & z_{k-1}^{q^{k-1}}
\end{array}\right] .
$$

Then, $\mathrm{M}(X) \in G L_{k}(\mathbb{F})$.
(iv) For $g:=\sum_{i=0}^{k-1} g_{i} y^{q^{i}} \in \mathfrak{L}$, the Dickson matrix of $g$ (also known as $\boldsymbol{q}$-circulant matrix) is defined by

$$
D_{g}:=\left[\begin{array}{ccccc}
g_{0} & g_{1} & \cdots & g_{k-2} & g_{k-1} \\
g_{k-1}^{q} & g_{0}^{q} & \cdots & g_{k-3}^{q} & g_{k-2}^{q} \\
\vdots & \vdots & & \vdots & \vdots \\
g_{1}^{q^{k-1}} & g_{2}^{q^{k-1}} & \cdots & g_{k-1}^{q^{k-1}} & g_{0}^{q^{k-1}}
\end{array}\right] .
$$

Then, $D_{g}=\mathrm{M}(X) M_{g} \mathrm{M}(X)^{-1}$.
(v) The following ring isomorphisms hold:

$$
A /\left\langle x^{k}-1\right\rangle \cong \mathfrak{L} /\left\langle y^{q^{k}}-y\right\rangle \cong M_{k \times k}\left(\mathbb{Z}_{q}\right) .
$$

Proof. (i) The composition of polynomials is associative; the unity element is $1 y^{q^{0}}=y$; the distributive law holds. Thus, $\mathfrak{L}$ is a ring.
(ii) It is clear that $\Lambda$ is additive; $\Lambda\left(g_{i} x^{i} g_{j} x^{j}\right)=\Lambda\left(g_{i} \sigma^{i}\left(g_{j}\right) x^{i+j}\right)=\Lambda\left(g_{i} g_{j}^{q^{i}} x^{i+j}\right)=g_{i} g_{j}^{q^{i}} y^{q^{i+j}}$ and $\Lambda\left(g_{i} x^{i}\right) \Lambda\left(g_{j} y^{q^{j}}\right)=g_{i} y^{q^{i}} \circ g_{j} y^{q^{j}}=g_{i} g_{j}^{q^{i}} y^{q^{i+j}}$, so $\Lambda$ is multiplicative; $\Lambda(1)=y$. Thus, $\Lambda$ is a ring homomorphism. Since $\mathbb{F}[y]$ is $\mathbb{F}$-free and $\mathfrak{L} \subset \mathbb{F}[y]$, then $\Lambda$ is injective; it is clear that $\Lambda$ is surjective.
(iii) Observe that $M(X)=\operatorname{Wr}_{k}(Z)$, with $Z:=\left(z_{0}, \ldots, z_{k-1}\right)$ and $\mathcal{D}:=\sigma=\phi$ (see Definition 2.16). Since $z_{0}, \ldots, z_{k-1}$ are linearly independent over $\mathbb{Z}_{q}$, Corollary 4.14 of [22] says that $\mathrm{Wr}_{k}(Z)$ is invertible.
(iv) We will follow the proof of Lemma 4.1 in [39]. First observe that

$$
\left[\begin{array}{c}
g \\
g^{q} \\
\vdots \\
g^{q^{k-1}}
\end{array}\right]=\left[\begin{array}{ccccc}
g_{0} & g_{1} & \cdots & g_{k-2} & g_{k-1} \\
g_{k-1}^{q} & g_{0}^{q} & \cdots & g_{k-3}^{q} & g_{k-2}^{q} \\
\vdots & \vdots & & \vdots & \vdots \\
g_{1}^{q^{k-1}} & g_{2}^{q^{k-1}} & \cdots & g_{k-1}^{q^{k-1}} & g_{0}^{q^{k-1}}
\end{array}\right]\left[\begin{array}{c}
y \\
y^{q} \\
\vdots \\
y^{q^{k-1}}
\end{array}\right]=D_{g}\left[\begin{array}{c}
y \\
y^{q} \\
\vdots \\
y^{q^{k-1}}
\end{array}\right]
$$

so $\left[g\left(z_{j}\right)^{q^{i}}\right]=D_{g}\left[z_{j}^{q^{i}}\right]=D_{g} M(X)$. On the other hand, $\left[g\left(z_{j}\right)^{q^{i}}\right]=M(X) M_{g}$. Indeed, let $M_{g}:=\left[m_{i j}\right]$, then $g\left(z_{i}\right)=m_{i 0} z_{0}+\cdots+m_{i k-1} z_{k-1}$, for $0 \leq i \leq k-1$ (recall that we dispose the scalars by rows), but since $m_{i j} \in \mathbb{Z}_{q}$, then $g\left(z_{i}\right)^{q^{j}}=m_{i 0} z_{0}^{q^{j}}+\cdots+m_{i k-1} z_{k-1}^{q^{j}}=z_{0}^{q^{j}} m_{i 0}+\cdots+z_{k-1}^{q^{j}} m_{i k-1}$. Hence, $g\left(z_{j}\right)^{q^{i}}=$ $z_{0}^{q^{i}} m_{0 j}+\cdots+z_{k-1}^{q^{i}} m_{k-1 j}$ (see [39], p. 85), i.e., $\left[g\left(z_{j}\right)^{q^{i}}\right]=M(X) M_{g}$. Therefore, $D_{g} M(X)=M(X) M_{g}$, i.e., $D_{g}=\mathrm{M}(X) M_{g} \mathrm{M}(X)^{-1}$.
(v) Since the order of the Frobenius automorphism is $k$, then from Proposition 2.31, $x^{k}-1 \in Z(A)$ is a two-sided polynomial, whence, $\left\langle x^{k}-1\right\rangle$ is the two-sided ideal $A\left(x^{k}-1\right)=\left(x^{k}-1\right) A$. As $\Lambda\left(x^{k}-1\right)=y^{q^{k}}-y$ and $\Lambda$ is an isomorphism, then $A /\left\langle x^{k}-1\right\rangle \cong \mathfrak{L} /\left\langle y^{q^{k}}-y\right\rangle$.

For the second isomorphism of (v), we recall that $M_{k \times k}\left(\mathbb{Z}_{q}\right)$ and $\operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F})$ are isomorphic rings, so we will prove that $\operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F})$ and $\mathfrak{L} /\left\langle y^{q^{k}}-y\right\rangle$ are isomorphic rings. For this, note first that $\operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F})$ is an $\mathbb{F}$-space with natural product $(z \cdot \theta)(u):=z \cdot \theta(u)$, for $\theta \in \operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F})$ and $z, u \in \mathbb{F}$. Moreover, observe that $\left\{\sigma^{i} \mid 0 \leq i \leq k-1\right\}$ is an $\mathbb{F}$-basis of $\operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F})$. In fact, notice first that $\sigma \in \operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F})$ since $\sigma\left(z^{\prime} z\right)=\sigma\left(z^{\prime}\right) \sigma(z)=z^{\prime} \sigma(z)$, with $z^{\prime} \in \mathbb{Z}_{q}$ and $z \in \mathbb{F} ; \operatorname{dim}_{\mathbb{F}}\left(\operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F})\right)=k$ since $\operatorname{dim}_{\mathbb{Z}_{q}}\left(\operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F})\right)=k^{2}$ and $\operatorname{dim}_{\mathbb{Z}_{q}}(\mathbb{F})=k$; finally, $\left\{\sigma^{i} \mid 0 \leq i \leq k-1\right\}$ is $\mathbb{F}$-linearly independent since if not so, there exist $g_{0}, \ldots, g_{k-1} \in \mathbb{F}$, which are not all zero, such that $\sum_{i=0}^{k-1} g_{i} \sigma^{i}=0$, so for every $z \in \mathbb{F}, \sum_{i=0}^{k-1} g_{i} z^{q^{i}}=0$, i.e., the non zero polynomial $\sum_{i=0}^{k-1} g_{i} y^{q^{i}} \in \mathbb{F}[y]$ has $q^{k}$ different roots, a contradiction.

Therefore, we define

$$
\begin{aligned}
& \operatorname{End}_{\mathbb{Z}_{q}}(\mathbb{F}) \xrightarrow{\Theta} \\
& \mathfrak{L} /\left\langle y^{q^{k}}-y\right\rangle \\
& \sum_{i=0}^{k-1} g_{i} \sigma^{i} \mapsto\left(\sum_{i=0}^{k-1} g_{i} y^{q^{i}}\right)+\left\langle y^{q^{k}}-y\right\rangle .
\end{aligned}
$$

Clearly, $\Theta$ is additive, $\Theta\left(i_{\mathbb{F}}\right)=y+\left\langle y^{q^{k}}-y\right\rangle$, $\Theta$ is bijective. Finally, $\Theta$ is multiplicative since for $z \in \mathbb{F}$,

$$
\left(g_{i} \sigma^{i} \circ g_{j} \sigma^{j}\right)(z)=g_{i} \sigma^{i}\left(g_{j} z^{q^{j}}\right)=g_{i} g_{j}^{q^{j}} z^{q^{i+j}} \text {, i.e., } g_{i} \sigma^{i} \circ g_{j} \sigma^{j}=g_{i} q_{j}^{j} \sigma^{i+j}
$$

Remark 2.36. Observe that $A, \mathfrak{L}$ and $M_{k \times k}\left(\mathbb{Z}_{q}\right)$ are $\mathbb{Z}_{q}$-algebras and the isomorphisms in the previous proposition are isomorphisms of $\mathbb{Z}_{q}$-algebras.

### 2.3 The Case $A:=\mathrm{F}(t)[x ; \sigma]$ and $f=x^{n}-1$

In this subsection we consider skew cyclic codes in the particular case when $A:=\mathbb{F}(t)[x ; \sigma]$, where $\mathbb{F}$ is a finite field. This special situation of noncommutative coding theory was studied in [13]. Observe that in this situation the finite field $\mathbb{F}$ was replaced by the field of fractions $\mathbb{F}(t)$ which is not finite. Moreover, in [13] it is additionally assumed that if the order of $\sigma$ is $n \geq 1$, then the modulus $f$ is taken as $f=x^{n}-1$. This special restriction is not assumed in the general theory that we studied in the previous subsections. In this subsection we will review some key topics investigated in [13].

### 2.3.1 Algebraic Structure

According to Definition 2.1, we will have $R$-linear codes as submodules of the left $R$-module $R^{n}$, where $R:=\mathbb{F}(t)$, i.e., a $\mathbb{F}(t)$-linear code $\mathfrak{C}$ is a $\mathbb{F}(t)$-subspace of the $\mathbb{F}(t)$-vector space $\mathbb{F}(t)^{n}$; a skew cyclic code $\mathcal{C}$ is a left $A$-submodule of $A / A f$, but since $A$ is a left (and right) euclidean domain, and hence a left (and right) principal ideal domain, $\mathcal{C}$ has the form $A g / A f$, for some $g \in A$, with $A f \subseteq A g$. Recall that $A / A f$ is a $\mathbb{F}(t)$-vector space with canonical $\mathbb{F}(t)$-basis $X:=\left\{\overline{1}, \bar{x}, \ldots, \overline{x^{n}-1}\right\}$; the length of $\mathcal{C}$ is $n$
and the dimension of $\mathcal{C}$ (as $\mathbb{F}(t)$-vector subspace of $A / A f)$ is $n-\operatorname{deg}(g)$ (see Definition 2.7). Finally, $\mathbb{F}(t)^{\sigma}:=\{z \in \mathbb{F}(t) \mid \sigma(z)=z\}$ and $Z(A)=\mathbb{F}(t)^{\sigma}\left[x^{n}\right]$, hence, the modulus $f$ is a two-sided polynomial, i.e., $A f=f A$ is a two-sided ideal of $A$ and $\mathcal{A}:=A / A f$ is a ring. Actually, $\mathcal{A}$ is a $\mathbb{F}(t)^{\sigma}$-algebra.

Proposition 2.37 ([13], Theorem 1). Let $\mathbb{F}, \sigma, A$ and $f$ be as before. Then,
(i) $\operatorname{Aut}(\mathbb{F}(t)) \cong \mathrm{PGL}_{2}(\mathbb{F})$ (the projective linear group).
(ii) For every $\theta \in \operatorname{Aut}(\mathbb{F}(t)),|\theta|<\infty$.
(iii) $\mathcal{A} \cong M_{n \times n}\left(\mathbb{F}(t)^{\sigma}\right)$ (isomorphism of $\mathbb{F}(t)^{\sigma}$-algebras $)$.
(iv) For every $0 \leq k \leq n$, there exists a skew cyclic code $\mathcal{C}$ of dimension $k$.

Proof. (i) Recall first that $\mathrm{PGL}_{2}(\mathbb{F}):=\mathrm{GL}_{2}(\mathbb{F}) / Z\left(\mathrm{GL}_{2}(\mathbb{F})\right)$, where $\mathrm{GL}_{2}(\mathbb{F})$ is the full linear group of all $2 \times 2$ invertible matrices over $\mathbb{F}$; moreover, for $\theta \in \operatorname{Aut}(\mathbb{F}(t)), \theta(z)=z$, for every $z \in \mathbb{F}$. So we define

$$
\begin{aligned}
& \Omega: \mathrm{GL}_{2}(\mathbb{F}) \rightarrow \operatorname{Aut}(\mathbb{F}(t)), \\
& G:= {\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \mapsto \theta_{G}, } \\
& \theta_{G}: \mathbb{F}(t) \xrightarrow{\rightarrow}(t) \\
& t \mapsto \frac{a t b}{c t+d} .
\end{aligned}
$$

It is well-known that $\Omega$ is a surjective function (see [26], Corollary 2.6.14). Actually, $\Omega$ is a surjective group homomorphism, where the composition of automorphisms in $\operatorname{Aut}(\mathbb{F}(t))$ works from the left to the right; moreover, $G \in \operatorname{ker}(\Omega)$ if and only if $\frac{a t+b}{c t+d}=t$, i.e., $b=c=0$ and $a=d$. Thus, $\operatorname{ker}(\Omega)=Z\left(\mathrm{GL}_{2}(\mathbb{F})\right)$.
(ii) This follows from (i) since $\mathrm{PGL}_{2}(\mathbb{F})$ is a finite group.
(iii) Since $f$ is linear over $Z(A)$, then $f$ is irreducible over $Z(A)$. This implies that $A f=f A$ is a maximal ideal of $A$. In fact, $Z(A) f$ is a maximal ideal of $Z(A)$ and $Z(A) / Z(A) f$ is a field; consider the the canonical injective ring homomorphism $\theta: Z(A) / Z(A) f \rightarrow A / A f, \widehat{z} \rightarrow \bar{z}$, with $z \in Z(A)$; let $J$ be a two-sided ideal of $A$ such that $A f \subseteq J$, then $J=A g$, for some $g \in A$; the idea is to show that $J=A$ or $J=A f$. We have $\theta^{-1}(A g / A f)=\bar{Z}(A) / Z(A) f$ or $\theta^{-1}(A g / A f)=\{\widehat{0}\}$. In the first case, $\widehat{1} \in \theta^{-1}(A g / A f)$, so $\overline{1}=\overline{a g}$, for some $a \in A$, whence $a g-1=q f=q p g$, for some $q, p \in A$, thus $(a-q p) g=1$, so $J=A g=A$. In the second case, $\theta^{-1}(\{\bar{g}\})=\{\widehat{0}\}$, so $\theta(\widehat{0})=\overline{0}=\bar{g}$, so $g \in A f$, i.e., $J=A g=A f$.

Therefore, $\mathcal{A}$ is a simple left (and right) artinian ring. Indeed, $\mathcal{A}$ is simple since $A f$ is maximal. Let $I_{1} \supseteq I_{2} \supseteq I_{3} \cdots$ be a chain of left ideals of $\mathcal{A}$, then $I_{i}=A g_{i} / A f$, with $g_{i} \in A$, for $i \geq 1$, then $A g_{1} \supseteq A g_{2} \supseteq A g_{3} \cdots$, but $\operatorname{deg}\left(g_{i}\right) \leq \operatorname{deg}(f)=n$, for every $i \geq 1$, so the chain is finite.

By the Artin-Wedderburn theorem, $\mathcal{A} \cong M_{r \times r}(\mathbb{D})$, where $\mathbb{D}=\operatorname{End}_{\mathcal{A}}(M)$ is a division ring, $M$ is a simple left $\mathcal{A}$-module and $r:=\operatorname{dim}_{\mathbb{D}}(M)$. We can take $M:=A / A(x-1)$. In fact, we have the isomorphism of left $\mathcal{A}$-modules $M \cong(A / A f) /(A(x-1) / A f)$ and $A(x-1) / A f$ is a maximal $\mathcal{A}$-submodule of $A / A f$.
$\mathbb{D} \cong \mathbb{F}(t)^{\sigma}$ : In fact, given $\phi \in \mathbb{D}$, let $\overline{\overline{g_{\phi}}}:=\phi(\overline{\overline{1}}) \in M$, with $g_{\phi} \in A$, and let $g_{\phi}=p_{\phi}(x-1)+\lambda_{\phi}$, with $p_{\phi} \in A$ and $\lambda_{\phi} \in \mathbb{F}(t)$, we will prove that $\lambda_{\phi} \in \mathbb{F}(t)^{\sigma}$. We define

$$
\Lambda: \mathbb{D} \rightarrow \mathbb{F}(t)^{\sigma}, \phi \mapsto \lambda_{\phi}
$$

$\lambda_{\phi} \in \mathbb{F}(t)^{\sigma}: \phi(\overline{\overline{x-1}})=\overline{\overline{0}}=\overline{x-1} \phi(\overline{\overline{1}})$, hence $\overline{\overline{(x-1) p_{\phi}(x-1)+(x-1) \lambda_{\phi}}}=\overline{\overline{0}}$, i.e., $\overline{\overline{(x-1) \lambda_{\phi}}}=\overline{\overline{0}}$, so $\sigma\left(\lambda_{\phi}\right) x-\lambda_{\phi}=q(x-1)$, for some $q \in A$, whence $q \in \mathbb{F}$ and $\sigma\left(\lambda_{\phi}\right)=q=\lambda_{\phi}$.

It is clear that $\Lambda$ is additive and $\Lambda\left(i_{M}\right)=1 . \Lambda$ is multiplicative:

$$
\begin{gathered}
\left(\phi_{1} \circ \phi_{2}\right)(\overline{\overline{1}})=\phi_{1}\left(\overline{\overline{g_{\phi_{2}}}}\right)=\phi_{1}\left(\overline{g_{\phi_{2}}} \overline{\overline{1}}\right)=\overline{g_{\phi_{2}}} \phi_{1}(\overline{\overline{1}})=\overline{\overline{g_{\phi_{2}} g_{\phi_{1}}}}, \\
g_{\phi_{1}}=p_{\phi_{1}}(x-1)+\lambda_{\phi_{1}}, g_{\phi_{2}}=p_{\phi_{2}}(x-1)+\lambda_{\phi_{2}} \\
\left.g_{\phi_{1}} g_{\phi_{2}}=p(x-1)+\lambda_{\phi_{1}} \lambda_{\phi_{2}}, \text { for some } p \in A \text { (here we use that } \lambda_{\phi_{2}} \in \mathbb{F}(t)^{\sigma}\right) .
\end{gathered}
$$

Since $\mathbb{D}$ is a division ring, $\Lambda$ is injective. $\Lambda$ is surjective: Let $\lambda \in \mathbb{F}(t)^{\sigma}$, we define $\phi(\overline{\bar{g}}):=\overline{\overline{g \lambda}}$, with $\overline{\bar{g}} \in M ; \phi$ is well-defined since $\lambda \in \mathbb{F}(t)^{\sigma}$; it is clear that $\phi \in \mathbb{D}$ and $\Lambda(\phi)=\lambda$.

Finally, $r=n$ : It is well-known (see [24], Theorem 1.8, Chapter VI) that $\operatorname{dim}_{\mathbb{F}}(t)^{\sigma}(\mathbb{F}(t))=|\sigma|=n$, but since $\operatorname{dim}_{\mathbb{F}(t)}(\mathcal{A})=n$, then $\operatorname{dim}_{\mathbb{F}(t)^{\sigma}}(\mathcal{A})=n$, so $n^{2}=r^{2}$, i.e., $r=n$.
(iv) Observe that in the particular case of skew cyclic codes that we study in this subsection,

## there exists a bijective correspondence between

the collection of left ideals of $\mathcal{A}$ and the collection of skew cyclic codes.
So, the claimed follows from the ring isomorphism $\mathcal{A} \cong M_{n \times n}\left(\mathbb{F}(t)^{\sigma}\right)$. In fact, for every $0 \leq k \leq n$, in $M_{n \times n}\left(\mathbb{F}(t)^{\sigma}\right)$ there exists a left ideal $I_{k}$ of dimension $n k$ as $\mathbb{F}(t)^{\sigma}$-vector space, namely, the matrices with the last $n-k$ columns are null. Thus, $I_{k} \cong\left(\mathbb{F}(t)^{\sigma}\right)^{n k} \cong \mathbb{F}(t)^{k}$, i.e., $I_{k}$ is a left ideal of $M_{n \times n}\left(\mathbb{F}(t)^{\sigma}\right)$
with $\mathbb{F}(t)$-dimension equals $k$.
Since the left $A$-submodules of $\mathcal{A}$ coincide with its left ideals, we have the following consequence of (iii) of the previous proposition.

Corollary 2.38. If $\mathcal{C}$ is a skew cyclic code, then there exists and idempotent $\bar{e} \in \mathcal{A}$ such that $\mathcal{C}=\mathcal{A} \bar{e}$, and conversely.

Proof. According to (iv) of the previous proposition, $\mathcal{A}$ is a semisimple ring, and since $\mathcal{C}$ is a left ideal of $\mathcal{A}$, then $\mathcal{C}$ is a direct summand of $\mathcal{A}$, so we get the claimed.

### 2.3.2 Dual Codes

Let $\mathcal{C}$ be a skew cyclic code. In this section we will prove that $\mathcal{C}^{\perp}$ is a skew cyclic code. For this we introduce the following notation.

Definition 2.39. For $\bar{g} \in \mathcal{A}$, let. $\bar{g}$ be the homomorphism of left $\mathcal{A}$-modules defined by $. \bar{g}(\bar{h}):=\bar{h} \bar{g}=\overline{h g}$, for $\bar{h} \in \mathcal{A}$. The matrix of $\cdot \bar{g}$ in the canonical basis $X$ is denoted by $M(\bar{g})$.
Proposition 2.40 ([13], Section 3). Let $g:=g_{0}+g_{1} x+\cdots+g_{n-1} x^{n-1} \in A$. Then,
(i) $M(\bar{g})=\left[\begin{array}{cccc}g_{0} & g_{1} & \cdots & g_{n-1} \\ \sigma\left(g_{n-1}\right) & \sigma\left(g_{0}\right) & \cdots & \sigma\left(g_{n-2}\right) \\ \vdots & \vdots & \vdots & \vdots \\ \sigma^{n-1}\left(g_{1}\right) & \sigma^{n-1}\left(g_{2}\right) & \cdots & \sigma^{n-1}\left(g_{0}\right)\end{array}\right] \in M_{n \times n}(\mathbb{F}(t))$.
(ii) For every $Z \in \mathbb{F}(t)^{n}, \mathfrak{p}_{f}(Z M(\bar{g}))=\mathfrak{p}_{f}(Z) \bar{g}$.
(iii) The function

$$
M: \mathcal{A} \rightarrow M_{n \times n}(\mathbb{F}(t)), \bar{g} \mapsto M(\bar{g})
$$

is an injective homomorphism of $\mathbb{F}(t)^{\sigma}$-algebras.
(iv) $\operatorname{Im}(. M(\bar{g}))=\mathfrak{p}_{f}^{-1}(\mathcal{A} \bar{g})$.
(v) The function

$$
\Theta: \mathcal{A} \rightarrow \mathcal{A}, \Theta(\bar{g}):=\overline{\sigma^{n}\left(g_{0}\right) x^{n}+\sigma^{n-1}\left(g_{1}\right) x^{n-1}+\cdots+\sigma\left(g_{n-1}\right) x}
$$

is a ring anti-isomorphism such that $\Theta^{2}=i_{\mathcal{A}}$.
(vi) $M(\Theta(\bar{g}))=M(\bar{g})^{T}$.
(vii) If $\mathcal{C}$ is a skew cyclic code, then $\mathcal{C}^{\perp}$ is a skew cyclic code. More exactly, if $\mathcal{C}=\mathcal{A} \bar{e}$, where $\bar{e}$ is an idempotent of $\mathcal{A}$, then $\mathfrak{p}_{f}\left(\mathcal{C}^{\perp}\right)=\mathcal{A}(\Theta(\overline{1}-\bar{e}))$.

Proof. (i) The result is trivial computing. $\bar{g}\left(\overline{x^{i}}\right)$, for $0 \leq i \leq n-\frac{1}{\overline{x^{n-1}}}$. For example, $. \bar{g}(\overline{1})=\bar{g}=$ $\overline{g_{0}+g_{1} x+\cdots+g_{n-1} x^{n-1}}=g_{0} \overline{1}+g_{1} \bar{x}+\cdots+g_{n-1} \overline{x^{n-1}}$ and $\cdot \bar{g}\left(\overline{x^{n-1}}\right)=\overline{x^{n-1}\left(g_{0}+g_{1} x+\cdots+g_{n-1} x^{n-1}\right)}=$ $\sigma^{n-1}\left(g_{0}\right) \overline{x^{n-1}}+\sigma^{n-1}\left(g_{1}\right) \overline{1}+\sigma^{n-1}\left(g_{2}\right) \bar{x}+\cdots+\sigma^{n-1}\left(g_{n}\right) \overline{x^{n-2}}$.
(ii) Since $\mathfrak{p}_{f}$ is $\mathbb{F}(t)$-linear, it is enough to show the claimed for $Z=e_{i}, 1 \leq i \leq n$, where $e_{i}$ is the $i$-th canonical vector of $\mathbb{F}(t)^{n}$. $\mathfrak{p}_{f}\left(e_{i} M(\bar{g})\right)=\mathfrak{p}_{f}\left(M(\bar{g})_{i}\right)$, where $\left(M(\bar{g})_{i}\right.$ is the $i$-th row of $M(\bar{g})$, but $\mathfrak{p}_{f}\left(e_{i}\right) \bar{g}=\overline{x^{i}} \bar{g}=\overline{x^{i} g}=\mathfrak{p}_{f}\left(M(\bar{g})_{i}\right)$.
(iii) It is clear that $M$ is additive, injective, $M(\overline{1})=I_{n}$ (the identical matrix), $M$ is $\mathbb{F}(t)^{\sigma}$-linear. Finally, $M$ is multiplicative since, from (ii), for every $1 \leq i \leq n$,

$$
\begin{gathered}
\mathfrak{p}_{f}\left(e_{i} M(\bar{g}) M\left(\overline{g^{\prime}}\right)\right)=\mathfrak{p}_{f}\left(e_{i} M(\bar{g})\right) \overline{g^{\prime}}=\mathfrak{p}_{f}\left(e_{i}\right) \bar{g} \overline{g^{\prime}}=\mathfrak{p}_{f}\left(e_{i}\right) \overline{g g^{\prime}}, \\
\mathfrak{p}_{f}\left(e_{i} M\left(\overline{g g^{\prime}}\right)\right)=\mathfrak{p}_{f}\left(e_{i}\right) \overline{g g^{\prime}},
\end{gathered}
$$

but $\mathfrak{p}_{f}$ is injective, so $e_{i} M(\bar{g}) M\left(\overline{g^{\prime}}\right)=e_{i} M\left(\overline{g g^{\prime}}\right)$, hence $M(\bar{g}) M\left(\overline{g^{\prime}}\right)=M\left(\overline{g g^{\prime}}\right)=M\left(\bar{g} \overline{g^{\prime}}\right)$.
(iv) $\operatorname{Im}(. M(\bar{g}))$ is the $\mathbb{F}(t)$-space generated by the rows of $M(\bar{g})$, i.e., the $\mathbb{F}(t)$-space generated by the vectors $e_{1} M(\bar{g}), \ldots, e_{n} M(\bar{g})$, but $e_{i}=\mathfrak{p}_{f}^{-1}\left(\overline{x^{i}}\right)$, hence, from (ii), $\operatorname{Im}(. M(\bar{g}))$ is the $\mathbb{F}(t)$-space generated by $\left\{e_{i} M(\bar{g})\right\}_{i=1}^{n}=\left\{\mathfrak{p}_{f}^{-1}\left(\overline{x^{i}} \bar{g}\right)\right\}_{i=1}^{n}$, i.e., $\operatorname{Im}(. M(\bar{g}))=\mathfrak{p}_{f}^{-1}(\mathcal{A} \bar{g})$.
(v) Is is clear that $\Theta$ is additive, and since $\sigma^{n}=i_{\mathbb{F}(t)}$, then $\Theta(\overline{1})=\overline{1} . \Theta$ is anti-multiplicative:
$\Theta\left(\overline{z^{\prime} x^{j}}\right) \Theta\left(\overline{z x^{i}}\right)=\overline{\Theta\left(\overline{z x^{i}} \overline{z^{\prime} x^{j}}\right)=\Theta\left(\overline{z \sigma^{i}\left(z^{\prime}\right) x^{i+j}}\right)=\overline{\sigma^{n-(i+j)}(z) \sigma^{n-j}\left(z^{\prime}\right) x^{n-(i+j)}},} \overline{\left.z^{\prime}\right) x^{n-j}} \overline{\sigma^{n-i}(z) x^{n-i}}=\overline{\sigma^{n-j}\left(z^{\prime}\right) x^{n-j} \sigma^{n-i}(z) x^{n-i}}=\overline{\sigma^{n-j}\left(z^{\prime}\right) \sigma^{n-(i+j)}(z) x^{n-(i+j)}}$.
Now we prove that $\Theta^{2}=i_{\mathcal{A}}$ :

$$
\Theta^{2}\left(\overline{z x^{i}}\right)=\Theta\left(\overline{\sigma^{n-i}(z) x^{n-i}}\right)=\overline{\sigma^{n-(n-i)}\left(\sigma^{n-i}(z)\right) x^{n-(n-i)}}=\overline{z x^{i}}, \text { for } z \in \mathbb{F}(t) \text { and } 0 \leq i \leq n-1
$$

(vi) This follows from (v) and (i).
(vii) By (ii), we have the following commutative diagram of $\mathbb{F}(t)$-vector spaces:


Observe that the second row is exact: $\bar{g} \in \operatorname{ker}(.(\overline{1}-\bar{e})$ if and only if $\bar{g}(\overline{1}-\bar{e})=\overline{0}$ if and only if $\bar{g}=\bar{g} \bar{e}$ if and only if $\bar{g} \in \operatorname{Im}(. \bar{e})$. Since $\mathfrak{p}_{f}$ is an isomorphism, then the first row is exact. Hence, if $\mathfrak{C}:=\mathfrak{p}_{f}^{-1}(\mathcal{C})$, then $\mathcal{C}=\mathfrak{p}_{f}(\mathfrak{C})=\mathcal{A} \bar{e}=\operatorname{Im}(. \bar{e})$, whence $\mathfrak{C}=\mathfrak{p}_{f}^{-1}(\operatorname{Im}(. \bar{e}))=\operatorname{Im}(. M(\bar{e}))=\operatorname{ker}(. M(\overline{1}-\bar{e}))$. Moreover, from (v), $\bar{g} \in \mathcal{A} \Theta(\overline{1}-\bar{e})$ if and only if $\bar{g}=\bar{g} \Theta(\overline{1}-\bar{e})$ if and only if $\bar{g} \Theta(\bar{e})=\overline{0}$, so from the exactness of a similar commutative diagram we get that $\operatorname{Im}(. M(\Theta(\overline{1}-\bar{e})))=\operatorname{ker}(. M(\Theta(\bar{e})))$. But from Definition 2.3, $\mathfrak{C}^{\perp}=\operatorname{ker}\left(. M(\bar{e})^{T}\right)$, from (vi) we conclude that $\mathfrak{C}^{\perp}=\operatorname{ker}(. M(\Theta(\bar{e})))=\operatorname{Im}(. M(\Theta(\overline{1}-\bar{e})))$. Hence, from (iv),

$$
\mathfrak{C}^{\perp}=\mathfrak{p}_{f}^{-1}(\mathcal{A} \Theta(\overline{1}-\bar{e})) \text {, i.e., } \mathfrak{p}_{f}\left(\mathcal{C}^{\perp}\right)=\mathfrak{p}_{f}\left(\mathfrak{C}^{\perp}\right)=\mathcal{A} \Theta(\overline{1}-\bar{e}) .
$$

### 2.3.3 Computation of Generating Idempotents

Proposition 2.41 ([13], Proposition 9). Let $\mathcal{C}=\mathcal{A} \bar{e}$ be a skew cyclic code, with $\bar{e} \in \mathcal{A}$ be an idempotent. Then, for $g:=\operatorname{grcd}\left(e, x^{n}-1\right), \bar{g}$ is a minimal generator of $\mathcal{C}$.

Proof. Since $\left.g\right|_{r} e$, then $e=p g$, for some $p \in A$, so $\bar{e} \in \mathcal{A} \bar{g}$; moreover, $g=u e+v\left(x^{n}-1\right)$, for some $u, v \in A$, whence $\bar{g}=\overline{u e}=\bar{u} \bar{e}$, so $\bar{g} \in \mathcal{A} \bar{e}$. Hence, $\mathcal{C}=\mathcal{A} \bar{e}=\mathcal{A} \bar{g}$. Let $h \in A$ such that $\mathcal{C}=\mathcal{A} \bar{h}$, then $\operatorname{deg}(g) \leq \operatorname{deg}(h)$. Indeed, $\bar{h}=\bar{p} \bar{g}$, for some $p \in A$, hence $h-p g=q\left(x^{n}-1\right)$, for some $q \in A$, but $x^{n}-1=t g$, for some $t \in A$, so $h=p g+q t g=(p+g t) g$, thus $\operatorname{deg}(h) \geq \operatorname{deg}(g)$.

Proposition 2.42 ([13], Proposition 10). Let $g, h \in A$ such that $\operatorname{lclm}(g, h)=x^{n}-1$ and $\operatorname{deg}(g)+\operatorname{deg}(h)=$ n. Then,
(i) $\operatorname{grcd}(g, h)=1$.
(ii) Let $u, v \in A$ such that $1=u g+v h$. Then, $e:=u g$ is such that $\bar{e}$ is a generating idempotent of $\mathcal{A} \bar{g}$.

Proof. (i) We have $\operatorname{deg}(\operatorname{lclm}(g, h))=n=\operatorname{deg}(g)+\operatorname{deg}(h)-\operatorname{deg}(\operatorname{grcd}(g, h))$ (see (2.4) and Remark 2.10), whence $\operatorname{deg}(\operatorname{grcd}(g, h))=0$, so $\operatorname{grcd}(g, h)=1$.
(ii) From $1=u g+v h$ we get $\overline{1}=\overline{u g}+\overline{v h}=\bar{u} \bar{g}+\bar{v} \bar{h}$, i.e., $\mathcal{A}=\mathcal{A} \bar{g}+\mathcal{A} \bar{h}$. Actually, $\mathcal{A}=\mathcal{A} \bar{g} \oplus \mathcal{A} \bar{h}$. In fact, $\left.g\right|_{r}\left(x^{n}-1\right)$ and $\left.h\right|_{r}\left(x^{n}-1\right)$, so $A f \subseteq A g$ and $A f \subseteq A h$, hence $\operatorname{dim}_{\mathbb{F}(t)}(\mathcal{A} \bar{g})+\operatorname{dim}_{\mathbb{F}(t)}(\mathcal{A} \bar{h})=$ $\operatorname{dim}_{\mathbb{F}(t)}(A g / A f)+\operatorname{dim}_{\mathbb{F}(t)}(A h / A f)=n-\operatorname{deg}(g)+n-\operatorname{deg}(h)=n=\operatorname{dim}_{\mathbb{F}(t)}(\mathcal{A})$, so $\operatorname{dim}_{\mathbb{F}(t)}(\mathcal{A} \bar{g} \cap \mathcal{A} \bar{h})=0$, i.e., $\mathcal{A} \bar{g} \cap \mathcal{A} \bar{h}=0$. Therefore, $\bar{e}=\overline{u g}$ is a generator idempotent of the left ideal $\mathcal{A} \bar{g}$.

## 3. Skew PBW Extensions

In this section we recall some basic facts about the class of noncommutative rings of polynomial type known as skew $P B W$ extensions.

Definition 3.1 ([30],[32]). Let $R$ and $A$ be rings. We say that $A$ is a skew PBW extension of $R$ (also called a $\sigma-P B W$ extension of $R$ ) if the following conditions hold:
(i) $R \subseteq A$.
(ii) There exist finitely many elements $x_{1}, \ldots, x_{n} \in A$ such $A$ is an $R$-free left module with basis

$$
\operatorname{Mon}(A):=\left\{x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}} \mid \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}\right\}, \text { with } \mathbb{N}:=\{0,1,2, \ldots\}
$$

In this case we say that $A$ is a ring of left polynomial type over $R$ with respect to $\left\{x_{1}, \ldots, x_{n}\right\}$. The set $\operatorname{Mon}(A)$ is called the set of standard monomials of $A$.
(iii) For every $1 \leq i \leq n$ and $r \in R-\{0\}$ there exists $c_{i, r} \in R-\{0\}$ such that

$$
\begin{equation*}
x_{i} r-c_{i, r} x_{i} \in R . \tag{3.1}
\end{equation*}
$$

(iv) For every $1 \leq i, j \leq n$ there exists $c_{i, j} \in R-\{0\}$ such that

$$
\begin{equation*}
x_{j} x_{i}-c_{i, j} x_{i} x_{j} \in R+R x_{1}+\cdots+R x_{n} . \tag{3.2}
\end{equation*}
$$

Under these conditions we will write $A:=\sigma(R)\left\langle x_{1}, \ldots, x_{n}\right\rangle$.
Associated to a skew $P B W$ extension $A=\sigma(R)\left\langle x_{1}, \ldots, x_{n}\right\rangle$ there are $n$ injective endomorphisms $\sigma_{1}, \ldots, \sigma_{n}$ of $R$ and $\sigma_{i}$-derivations, as the following proposition shows.

Proposition 3.2 ([30], Proposition 3). Let $A$ be a skew PBW extension of $R$. Then, for every $1 \leq i \leq n$, there exist an injective ring endomorphism $\sigma_{i}: R \rightarrow R$ and a $\sigma_{i}$-derivation $\delta_{i}: R \rightarrow R$ such that

$$
x_{i} r=\sigma_{i}(r) x_{i}+\delta_{i}(r)
$$

for each $r \in R$.
Two remarkable particular cases of skew $P B W$ extensions are recalled next.
Definition 3.3 ([32], Chapter 1). Let $A$ be a skew PBW extension.
(a) A is quasi-commutative if conditions (iii) and (iv) in Definition 3.1 are replaced by
(iii') For every $1 \leq i \leq n$ and $r \in R-\{0\}$ there exists a $c_{i, r} \in R-\{0\}$ such that

$$
\begin{equation*}
x_{i} r=c_{i, r} x_{i} \tag{3.3}
\end{equation*}
$$

(iv') For every $1 \leq i, j \leq n$ there exists $c_{i, j} \in R-\{0\}$ such that

$$
\begin{equation*}
x_{j} x_{i}=c_{i, j} x_{i} x_{j} . \tag{3.4}
\end{equation*}
$$

(b) $A$ is bijective if $\sigma_{i}$ is bijective for every $1 \leq i \leq n$ and $c_{i, j}$ is invertible for any $1 \leq i, j \leq n$.

If $A=\sigma(R)\left\langle x_{1}, \ldots, x_{n}\right\rangle$ is a skew $P B W$ extension of the ring $R$, then, as was observed in Proposition 3.2, $A$ induces injective endomorphisms $\sigma_{k}: R \rightarrow R$ and $\sigma_{k}$-derivations $\delta_{k}: R \rightarrow R, 1 \leq k \leq n$. Moreover, from the Definition 3.1, there exists a unique finite set of constants $c_{i j}, d_{i j}, a_{i j}^{(k)} \in R, c_{i j} \neq 0$, such that

$$
\begin{equation*}
x_{j} x_{i}=c_{i j} x_{i} x_{j}+a_{i j}^{(1)} x_{1}+\cdots+a_{i j}^{(n)} x_{n}+d_{i j}, \text { for every } 1 \leq i<j \leq n . \tag{3.5}
\end{equation*}
$$

If $A$ is quasi-commutative, then $\delta_{k}=0$ for every $1 \leq k \leq n$ and $p_{\alpha, r}, p_{\alpha, \beta}=0$ in Proposition 3.5.
Many important algebras and rings coming from mathematical physics and non-commutative algebraic geometry are particular examples of skew $P B W$ extensions: Habitual ring of polynomials in several variables, Weyl algebras, enveloping algebras of finite dimensional Lie algebras, algebra of $q$ differential operators, many important types of Ore algebras, in particular, the single Ore extensions of Section 2, algebras of diffusion type, additive and multiplicative analogues of the Weyl algebra, dispin algebra $\mathcal{U}(\operatorname{ssp}(1,2))$, quantum algebra $\mathcal{U}^{\prime}(s o(3, K))$, Woronowicz algebra $\mathcal{W}_{\nu}(\mathfrak{s l}(2, K))$, Manin algebra $\mathcal{O}_{q}\left(M_{2}(K)\right)$, coordinate algebra of the quantum group $S L_{q}(2), q$-Heisenberg algebra $\mathbf{H}_{n}(q)$, Hayashi algebra $W_{q}(J)$, differential operators on a quantum space $D_{\mathbf{q}}\left(S_{\mathbf{q}}\right)$, Witten's deformation of $\mathcal{U}(\mathfrak{s l}(2, K))$, multiparameter Weyl algebra $A_{n}^{Q, \Gamma}(K)$, quantum symplectic space $\mathcal{O}_{q}\left(\mathfrak{s p}\left(K^{2 n}\right)\right)$, some quadratic algebras in 3 variables, some 3-dimensional skew polynomial algebras, particular types of Sklyanin algebras, homogenized enveloping algebra $\mathcal{A}(\mathcal{G})$, Sridharan enveloping algebra of 3-dimensional Lie algebra $\mathcal{G}$, among many others. For a precise definition of any of these rings and algebras see [31] and [32]. The skew $P B W$ has been intensively studied in the last years (see [32]).

Next we will fix some notation and a monomial order in $A$ (see [32], Chapter 1).
Definition 3.4. Let $A$ be a skew $P B W$ extension of $R$ with endomorphisms $\sigma_{i}$ as in Proposition 3.2, $1 \leq i \leq n$.
(i) For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}, \boldsymbol{\sigma}^{\alpha}:=\sigma_{1}^{\alpha_{1}} \cdots \sigma_{n}^{\alpha_{n}},|\boldsymbol{\alpha}|:=\alpha_{1}+\cdots+\alpha_{n}$. If $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{N}^{n}$, then $\boldsymbol{\alpha}+\boldsymbol{\beta}:=\left(\alpha_{1}+\beta_{1}, \ldots, \alpha_{n}+\beta_{n}\right)$.
(ii) For $X=x^{\alpha} \in \operatorname{Mon}(A), \exp (\boldsymbol{X}):=\alpha$ and $\operatorname{deg}(\boldsymbol{X}):=|\alpha|$.
(iii) Let $0 \neq f \in A$. If $t(f)$ is the finite set of terms that conform $f$, i.e., if $f=c_{1} X_{1}+\cdots+c_{t} X_{t}$, with $X_{i} \in \operatorname{Mon}(A)$ and $c_{i} \in R-\{0\}$, then $\boldsymbol{t}(\boldsymbol{f}):=\left\{c_{1} X_{1}, \ldots, c_{t} X_{t}\right\}$.
(iv) Let $f$ be as in (iii), then $\operatorname{deg}(f):=\max \left\{\operatorname{deg}\left(X_{i}\right)\right\}_{i=1}^{t}$.

In $\operatorname{Mon}(A)$ we define

$$
x^{\alpha} \succeq x^{\beta} \Longleftrightarrow\left\{\begin{array}{l}
x^{\alpha}=x^{\beta} \\
\text { or } \\
x^{\alpha} \neq x^{\beta} \text { but }|\alpha|>|\beta| \\
\text { or } \\
x^{\alpha} \neq x^{\beta},|\alpha|=|\beta| \text { but } \exists i \text { with } \quad \alpha_{1}=\beta_{1}, \ldots, \alpha_{i-1}=\beta_{i-1}, \alpha_{i}>\beta_{i} .
\end{array}\right.
$$

It is clear that this is a total order on $\operatorname{Mon}(A)$, called deglex order. If $x^{\alpha} \succeq x^{\beta}$ but $x^{\alpha} \neq x^{\beta}$, we write $x^{\alpha} \succ x^{\beta}$. Each element $f \in A-\{0\}$ can be represented in a unique way as $\bar{f}=c_{1} x^{\alpha_{1}}+\cdots+c_{t} x^{\alpha_{t}}$, with $c_{i} \in R-\{0\}, 1 \leq i \leq t$, and $x^{\alpha_{1}} \succ \cdots \succ x^{\alpha_{t}}$. We say that $x^{\alpha_{1}}$ is the leading monomial of $f$ and we write $\operatorname{lm}(f):=x^{\alpha_{1}} ; c_{1}$ is the leading coefficient of $f, l c(f):=c_{1}$, and $c_{1} x^{\alpha_{1}}$ is the leading term of $f$ denoted by $l t(f):=c_{1} x^{\alpha_{1}}$. We say that $f$ is monic if $l c(f):=1$. If $f=0$, we define $\operatorname{lm}(0):=0$, $l c(0):=0, l t(0):=0$, and we set $X \succ 0$ for any $X \in \operatorname{Mon}(A)$. We observe that

$$
x^{\alpha} \succ x^{\beta} \Rightarrow \operatorname{lm}\left(x^{\gamma} x^{\alpha} x^{\lambda}\right) \succ \operatorname{lm}\left(x^{\gamma} x^{\beta} x^{\lambda}\right), \text { for every } x^{\gamma}, x^{\lambda} \in \operatorname{Mon}(A) .
$$

The next proposition complements Definition 3.1.
Proposition 3.5 ([30],[32]). Let $A$ be a ring of a left polynomial type over $R$ w.r.t. $\left\{x_{1}, \ldots, x_{n}\right\}$. $A$ is a skew $P B W$ extension of $R$ if and only if the following conditions hold:
(a) For every $x^{\alpha} \in \operatorname{Mon}(A)$ and every $0 \neq r \in R$ there exist unique elements $r_{\alpha}:=\sigma^{\alpha}(r) \in R-\{0\}$ and $p_{\alpha, r} \in A$ such that

$$
\begin{equation*}
x^{\alpha} r=r_{\alpha} x^{\alpha}+p_{\alpha, r}, \tag{3.6}
\end{equation*}
$$

where $p_{\alpha, r}=0$ or $\operatorname{deg}\left(p_{\alpha, r}\right)<|\alpha|$ if $p_{\alpha, r} \neq 0$. Moreover, if $r$ is left invertible, then $r_{\alpha}$ is left invertible.
(b) For every $x^{\alpha}, x^{\beta} \in \operatorname{Mon}(A)$ there exist unique elements $c_{\alpha, \beta} \in R$ and $p_{\alpha, \beta} \in A$ such that

$$
\begin{equation*}
x^{\alpha} x^{\beta}=c_{\alpha, \beta} x^{\alpha+\beta}+p_{\alpha, \beta}, \tag{3.7}
\end{equation*}
$$

where $c_{\alpha, \beta}$ is left invertible, $p_{\alpha, \beta}=0$ or $\operatorname{deg}\left(p_{\alpha, \beta}\right)<|\alpha+\beta|$ if $p_{\alpha, \beta} \neq 0$.
We conclude this subsection recalling some of the main ingredients of the Gröbner theory of skew $P B W$ extensions, namely, the Division Algorithm and the notion of Gröbner basis of a left ideal of A. For all details see [32], Chapter 13. For the condition (ii) in Definition 3.8 below, some natural computational conditions on $R$ will be assumed.
Definition 3.6. $A$ ring $R$ is left Gröbner soluble (LGS) if the following conditions hold:
(i) $R$ is left noetherian.
(ii) Given $a, r_{1}, \ldots, r_{m} \in R$ there exists an algorithm which decides whether $a$ is in the left ideal $R r_{1}+$ $\cdots+R r_{m}$, and if so, finds $b_{1}, \ldots, b_{m} \in R$ such that $a=b_{1} r_{1}+\cdots+b_{m} r_{m}$.
(iii) Given $r_{1}, \ldots, r_{m} \in R$ there exists an algorithm which finds a finite set of generators of the left $R$-module

$$
\operatorname{Syz}_{R}\left[r_{1} \cdots r_{m}\right]:=\left\{\left(b_{1}, \ldots, b_{m}\right) \in R^{m} \mid b_{1} r_{1}+\cdots+b_{m} r_{m}=0\right\} .
$$

Definition 3.7. Let $x^{\alpha}$, $x^{\beta} \in \operatorname{Mon}(A)$. We say that $x^{\alpha}$ divides $x^{\beta}$, denoted by $x^{\alpha} \mid x^{\beta}$, if there exists a unique $x^{\theta} \in \operatorname{Mon}(A)$ such that $x^{\beta}=\operatorname{lm}\left(x^{\theta} x^{\alpha}\right)=x^{\theta+\alpha}$ and hence $\beta=\theta+\alpha$.
Definition 3.8. Let $F$ be a finite set of nonzero elements of $A$, and let $f, h \in A$. We say that $f$ reduces to $h$ by $F$ in one step, denoted $f \xrightarrow{F} h$, if there exist elements $f_{1}, \ldots, f_{t} \in F$ and $r_{1}, \ldots, r_{t} \in R$ such that
(i) $\operatorname{lm}\left(f_{i}\right) \mid \operatorname{lm}(f), 1 \leq i \leq t$, i.e., there exists an $x^{\alpha_{i}} \in \operatorname{Mon}(A)$ such that $\operatorname{lm}(f)=\operatorname{lm}\left(x^{\alpha_{i}} \operatorname{lm}\left(f_{i}\right)\right)$, i.e., $\alpha_{i}+\exp \left(\operatorname{lm}\left(f_{i}\right)\right)=\exp (\operatorname{lm}(f))$.
(ii) $l c(f)=r_{1} \sigma^{\alpha_{1}}\left(l c\left(f_{1}\right)\right) c_{\alpha_{1}, f_{1}}+\cdots+r_{t} \sigma^{\alpha_{t}}\left(l c\left(f_{t}\right)\right) c_{\alpha_{t}, f_{t}}$, where $c_{\alpha_{i}, f_{i}}$ are defined as in Theorem 3.5, i.e., $c_{\alpha_{i}, f_{i}}:=c_{\alpha_{i}, \exp \left(l m\left(f_{i}\right)\right)}$.
(iii) $h=f-\sum_{i=1}^{t} r_{i} x^{\alpha_{i}} f_{i}$.

We say that $f$ reduces to $h$ by $F$, denoted $f \xrightarrow{F}{ }_{+} h$, if there exist $h_{1}, \ldots, h_{t-1} \in A$ such that

$$
f \xrightarrow{F} h_{1} \xrightarrow{F} h_{2} \xrightarrow{F} \cdots \xrightarrow{F} h_{t-1} \xrightarrow{F} h .
$$

$f$ is reduced (also called minimal) w.r.t. $F$ if $f=0$ or there is no one step reduction of $f$ by $F$, i.e., one of the conditions (i) or (ii) fails. Otherwise, we will say that $f$ is reducible w.r.t. F. If $f \xrightarrow{F} h$ and $h$ is reduced w.r.t. $F$, then we say that $h$ is a remainder for $f$ w.r.t. $F$.

By definition we will assume that $0 \xrightarrow{F} 0$.
Proposition 3.9 (Division algorithm). Let $F=\left\{f_{1}, \ldots, f_{t}\right\}$ be a finite set of nonzero polynomials of $A$ and $f \in A$, then there exist polynomials $q_{1}, \ldots, q_{t}, h \in A$, with $h$ reduced w.r.t. $F$, such that $f \xrightarrow{F} h$ and

$$
f=q_{1} f_{1}+\cdots+q_{t} f_{t}+h
$$

with

$$
\operatorname{lm}(f)=\max \left\{\operatorname{lm}\left(\operatorname{lm}\left(q_{1}\right) \operatorname{lm}\left(f_{1}\right)\right), \ldots, \operatorname{lm}\left(\operatorname{lm}\left(q_{t}\right) \operatorname{lm}\left(f_{t}\right)\right), \operatorname{lm}(h)\right\}
$$

Definition 3.10. Let $I \neq 0$ be a left ideal of $A$ and let $G$ be a nonempty finite subset of nonzero polynomials of $I$. $G$ is a Gröbner basis for $I$ if each element $0 \neq f \in I$ is reducible w.r.t. $G$.
Proposition 3.11. Let $I \neq 0$ be a left ideal of $A$. Then,
(i) If $G$ is a Gröbner basis for $I$, then $I=\langle G\}$ (the left ideal of $A$ generated by $G$ ).
(ii) Let $G$ be a Gröbner basis for $I$. If $f \in I$ and $f \xrightarrow{G}{ }_{+} h$, with $h$ reduced, then $h=0$.
(iii) Let $G=\left\{g_{1}, \ldots, g_{t}\right\}$ be a set of nonzero polynomials of $I$ with $l c\left(g_{i}\right) \in R^{*}$ for each $1 \leq i \leq t$. Then, $G$ is a Gröbner basis of $I$ if and only if given $0 \neq r \in I$ there exists an $i$ such that $\operatorname{lm}\left(g_{i}\right)$ divides $\operatorname{lm}(r)$.
Remark 3.12. (i) We remark that the Gröbner theory of skew $P B W$ extensions and some of its important applications in homological algebra have been implemented in Maple in [7] and [8] (see also [32]). This implementation is based on the library SPBWE. lib specialized for working with bijective skew $P B W$ extensions. The library has utilities to calculate Gröbner bases, and it includes some functions that compute the module of syzygies, free resolutions and left inverses of matrices, among other things. For the implementation was assumed that $A=\sigma(R)\left\langle x_{1}, \ldots, x_{n}\right\rangle$ is a bijective skew $P B W$ extension of an $L G S$ ring $R$ and $\operatorname{Mon}(A)$ is endowed with some monomial order $\succeq$.
(ii) From now on in this paper we will assume that $A:=\sigma(R)\left\langle x_{1}, \ldots, x_{n}\right\rangle$ is a bijective skew $P B W$ extension of $\boldsymbol{R}$, where $\boldsymbol{R}$ is a left noetherian domain. This implies that $A$ is a left noetherian domain (see [32], Chapter 1). In the examples where we use the library SPBWE.lib we have assumed additionally that $R$ is $L G S$. This implies that $A$ is $L G S$ (see [32], Chapter 15).

## 4. Algebraic Sets and Ideals of Points For Skew PBW Extensions

This last section represents the novelty of the present work and is dedicated to extend to skew $P B W$ extensions some results of the previous sections, more precisely, we will study the algebraic sets, the ideal of points and the relationship between them. Some properties of affine algebraic sets of commutative algebraic geometry (see [9], Chapter 1) will be extended in this section, as well as Proposition 2.20. We will assume on $A$ the conditions in (ii) of Remark 3.12.

As was pointed out in the introduction, the focus of the section is algebraic and not should be understood as a contribution to noncommutative coding theory.

### 4.1 Roots of Polynomials

For $n \geq 1$, let $R^{n}$ be the left $R$-module of vectors over $R$ of $n$ components. Let $f \in A$ and $Z:=$ $\left(z_{1}, \ldots, z_{n}\right) \in R^{n}$. By Proposition 3.9, there exist polynomials $q_{1}, \ldots, q_{t}, h \in A$, with remainder $h$ reduced w.r.t. $F:=\left\{x_{1}-z_{1}, \ldots, x_{n}-z_{n}\right\}$, such that $f \xrightarrow{F}+h$ and

$$
f=q_{1}\left(x_{1}-z_{1}\right)+\cdots+q_{n}\left(x_{n}-z_{n}\right)+h
$$

In general, $h$ is not unique, and even worse, it could not belong to $R$, as the next example shows.

Example 4.1. Consider the Witten algebra (see [32], Chapter 2) $A:=\sigma(\mathbb{Q})\langle x, y, z\rangle$ defined by

$$
z x=x z-x, z y=y z+2 y, y x=2 x y .
$$

For $Z:=(1,-2-3) \in \mathbb{Q}^{3}$ and $f:=x^{2} y+x z+y z \in A$, with SPBWE.lib the Algorithm Division produces

$$
f=\left(\frac{1}{2} x y+\frac{1}{4} y\right)(x-1)+\frac{1}{4}(y+2)+0(z+3)+x z+y z-\frac{1}{2},
$$

i.e., $q_{1}=\frac{1}{2} x y+\frac{1}{4} y, q_{2}:=\frac{1}{4}, q_{3}=0$ and $h=x z+y z-\frac{1}{2}$.

Even for quasi-commutative skew $P B W$ extensions the situation is similar. In fact, consider a 3multiparametric quantum space (see [32], Chapter 4) $A:=\sigma(\mathbb{C})\langle x, y, z\rangle$ defined by

$$
y x=2 i x y, z x=3 i x z, z y=-i y z .
$$

For $Z:=(i, 2 i, 3 i) \in \mathbb{C}^{3}$ and $f:=x^{2} y+y z^{2}+x z \in A$, with SPBWE.lib we found that

$$
f=\left(\frac{1}{2} i x y-\frac{1}{4} i y\right)(x-i)+\frac{1}{4}(y-2 i)+0(z-3 i)+y z^{2}+x z+\frac{1}{2} i,
$$

i.e., $q_{1}=\frac{1}{2} i x y-\frac{1}{4} i y, q_{2}:=\frac{1}{4}, q_{3}=0$ and $h=y z^{2}+x z+\frac{1}{2} i$.

Thus, the evaluation of a polynomial $f \in A$ in a given $Z \in R^{n}$ as the remainder in the Division Algorithm is not a good idea. However, the following notion does not depend on the Division Algorithm.

Definition 4.2. Let $n \geq 1, f \in A$ and $Z:=\left(z_{1}, \ldots, z_{n}\right) \in R^{n}$. $Z$ is a root of $f$ if and only if $f$ is in the two-sided ideal generated by $x_{1}-z_{1}, \ldots, x_{n}-z_{n}$. This condition is denoted by $f(Z)=0$.

Thus,

$$
f(Z)=0 \text { if and only if } f \in\langle Z\rangle
$$

where the two-sided ideal generated by $x_{1}-z_{1}, \ldots, x_{n}-z_{n}$ is simply denoted by $\langle Z\rangle$, i.e.,

$$
\begin{equation*}
\langle Z\rangle:=\left\langle x_{1}-z_{1}, \ldots, x_{n}-z_{n}\right\rangle \tag{4.1}
\end{equation*}
$$

Definition 4.3. Let $f \in A$. The vanishing set of $f$, also called the set of roots of $f$, is denoted by $V(f)$, and defined by

$$
\begin{equation*}
V(f):=\left\{Z \in R^{n} \mid f(Z)=0\right\} \tag{4.2}
\end{equation*}
$$

If $S \subseteq A$, then

$$
\begin{equation*}
V(S):=\left\{Z \in R^{n} \mid f(Z)=0, \text { for every } f \in S\right\} \tag{4.3}
\end{equation*}
$$

$A$ subset $X \subseteq R^{n}$ is algebraic if either $X=R^{n}$ or there exists $g \neq 0 \in A$ such that $X \subseteq V(g)$.

### 4.2 Algebraic Sets and Ideals of Points

Some classical properties of affine algebraic sets of commutative algebraic geometry (see [9], Chapter 1) will be extended in this subsection as well as Proposition 2.20.

Theorem 4.4. (i) Let $f, g, h \in A$ and $Z:=\left(z_{1}, \ldots, z_{n}\right) \in R^{n}$.
(a) If $f(Z)=0=g(Z)$, then $(f+g)(Z)=0$.
(b) $V(f) \subseteq V(g f h)$.
(ii) Let $I:=A g$ be a left principal ideal of $A$. Then, $V(I)=V(g)$. The same is true for right and two-sided principal ideals of $A$.
(iii) (a) $V(0)=R^{n}$.
(b) $\emptyset$ is algebraic.
(c) If $S \subseteq T \subseteq A$, then $V(T) \subseteq V(S)$.
(d) If $S \subseteq A$, then $V(S)=V(A S)=V(S A)=V(A S A)$.
(e) $V(I) \cup V(J) \subseteq V(I \cap J)$, where $I, J$ are left (right, two-sided) ideals of $A$.
(f) $V\left(\sum_{k \in \mathcal{K}} I_{k}\right)=\bigcap_{k \in \mathcal{K}} V\left(I_{k}\right)$, where $I_{k}$ is a left left (right, two-sided) ideal of $A$.
(h) Let $Z:=\left(z_{1}, \ldots, z_{n}\right) \in R^{n}$. Then, $\{Z\} \subseteq V(\langle Z\rangle)$.
(iv) Let $X \subseteq R^{n}$. Then,

$$
I(X):=\{g \in A \mid g(Z)=0, \text { for every } Z \in X\}
$$

is a two-sided ideal of $A$, called the ideal of points of $X$. Some properties of $I(X)$ are:
(a) $I(\emptyset)=A$.
(b) For $X, Y \subseteq R^{n}, X \subseteq Y \Rightarrow I(Y) \subseteq I(X)$.
(c) If $I$ is a left (right, two-sided) ideal of $A$, then $I \subseteq I(V(I))$.
(d) $X \subseteq V(I(X))$.
(e) If $g \in A, V(I(V(g)))=V(g)$. Thus, if $X=V(g)$, then $V(I(X))=X$.
(f) $I(V(I(X)))=I(X)$.
(g) $I\left(\bigcup_{k \in \mathcal{K}} X_{k}\right)=\bigcap_{k \in \mathcal{K}} I\left(X_{k}\right)$.
(h) Let $Z:=\left(z_{1}, \ldots, z_{n}\right) \in R^{n}$. Then, $I(\{Z\})=\langle Z\rangle$.

Proof. (i) (a) We have $f, g \in\langle Z\rangle$, so $f+g \in\langle Z\rangle$, i.e., $(f+g)(Z)=0$.
(b) Let $Z \in V(f)$, then $f \in\langle Z\rangle$, then $g f h \in\langle Z\rangle$, i.e., $Z \in V(g f h)$.
(ii) It is clear that $V(I) \subseteq V(g)$. From (i)-(b) we get that $V(g) \subseteq V(I)$.
(iii) (a) It is clear that $V(0)=R^{n}$.
(b) Observe that for any $Z:=\left(z_{1}, \ldots, z_{n}\right) \in R^{n}, Z \in V\left(x_{1}-z_{1}+\cdots+x_{n}-z_{n}\right)$. Thus, we have the nonzero polynomial $g:=x_{1}-z_{1}+\cdots+x_{n}-z_{n}$ and $\emptyset \subseteq V(g)$.
(c) Evident.
(d) Since $S \subseteq A S$, then $V(A S) \subseteq V(S)$; let $Z \in V(S)$ and $g \in A S$, then $g=p_{1} s_{1}+\cdots+p_{t} s_{t}$, with $p_{i} \in A$ and $s_{i} \in S, 1 \leq i \leq t$. Since $p_{i} s_{i} \in\langle Z\rangle$, then $g \in\langle Z\rangle$, so $V(S) \subseteq V(A S)$. Similarly, $V(S)=V(S A)=V(A S A)$.
(e) Since $I \cap J \subseteq I, J$, then $V(I) \cup V(J) \subseteq V(I \cap J)$.
(f) Since $I_{k} \subseteq \sum_{k \in \mathcal{K}} I_{k}$ for every $k \in \mathcal{K}$, then $V\left(\sum_{k \in \mathcal{K}} I_{k}\right) \subseteq \bigcap_{k \in \mathcal{K}} V\left(I_{k}\right)$. Let $Z \in \bigcap_{k \in \mathcal{K}} V\left(I_{k}\right)$ and let $g \in \sum_{k \in \mathcal{K}} I_{k}$, then $g=g_{k_{1}}+\cdots+g_{k_{t}}$, with $g_{k_{j}} \in I_{k_{j}}, 1 \leq j \leq t$, then from (i)-(a), $g(Z)=0$, whence $Z \in V\left(\sum_{k \in \mathcal{K}} I_{k}\right)$. Thus, $\bigcap_{k \in \mathcal{K}} V\left(I_{k}\right) \subseteq V\left(\sum_{k \in \mathcal{K}} I_{k}\right)$.
(h) Evident.
(iv) (a)-(c) are evident from the definitions.
(d) For $X=\emptyset$ the assertion follows from (a) since $\emptyset \subseteq V(A)$. Let $X \neq \emptyset$. If $Z \in X$, then for every $g \in I(X), g(Z)=0$, and this means that $Z \in V(I(X))$. Therefore, $X \subseteq V(I(X))$.
(e) From (d), $V(g) \subseteq V(I(V(g)))$. Let $Z \in V(I(V(g)))$, since $g \in I(V(g))$, then $g(Z)=0$, i.e., $Z \in V(g)$. Therefore, $V(I(V(g))) \subseteq V(g)$.
(f) From (c), $I(X) \subseteq I(V(I(X)))$. From (d), $X \subseteq V(I(X))$, so from (b), $I(V(I(X)) \subseteq I(X)$.
(g) Since $X_{k} \subseteq \bigcup_{k \in \mathcal{K}} X_{k}$ for every $k \in \mathcal{K}$, then $I\left(\bigcup_{k \in \mathcal{K}} X_{k}\right) \subseteq I\left(X_{k}\right)$, so $I\left(\bigcup_{k \in \mathcal{K}} X_{k}\right) \subseteq \bigcap_{k \in \mathcal{K}} I\left(X_{k}\right)$. Let $g \in \bigcap_{k \in \mathcal{K}} I\left(X_{k}\right)$ and let $Z \in \bigcup_{k \in \mathcal{K}} X_{k}$, then there exists $k \in \mathcal{K}$ such that $Z \in X_{k}$, then $g(Z)=0$, whence $g \in I\left(\bigcup_{k \in \mathcal{K}} X_{k}\right)$.
(h) Evident.

Definition 4.3 and the previous theorem induces the following consequences.
Corollary 4.5. (i) $R^{n}$ has a Zariski topology where the closed sets are the algebraic sets.
(ii) If $X \subseteq R^{n}$ is finite, then $X$ is algebraic, and hence, closed.

Proof. (i) By Definition 4.3, $R^{n}$ is algebraic. From Theorem 4.4 we know that $X=\emptyset$ is algebraic. Moreover, let $X \subseteq V(f)$ and $Y \subseteq V(g)$ be algebraic, with $0 \neq f \in A$ and $0 \neq g \in A$, then, since $A$ is a left noetherian domain, $A$ is a left Ore domain, i.e, $A f \cap A g \neq 0$, whence

$$
X \cup Y \subseteq V(f) \cup V(g) \subseteq V(l)
$$

where $0 \neq l \in A f \cap A g$. Finally, let $\left\{X_{k}\right\}_{k \in \mathcal{K}}$ be a family of algebraic sets of $R^{n}$, then for every $k \in \mathcal{K}$ there exists $0 \neq g_{k} \in A$ such that $X_{k} \subseteq V\left(g_{k}\right)$, hence

$$
\bigcap_{k \in \mathcal{K}} X_{k} \subseteq \bigcap_{k \in \mathcal{K}} V\left(g_{k}\right)=\bigcap_{k \in \mathcal{K}} V\left(A g_{k}\right)=V\left(\sum_{k \in \mathcal{K}} A g_{k}\right) \subseteq V\left(A g_{k}\right)=V\left(g_{k}\right), \text { for any } k .
$$

(ii) We know that $X=\emptyset$ is algebraic. Let $\emptyset \neq X:=\left\{Z_{1}, \ldots, Z_{r}\right\}$, then $I(X) \neq 0$. In fact, let

$$
f_{i}:=\left(x_{1}-z_{i 1}\right)+\cdots+\left(x_{n}-z_{i n}\right), \text { with } Z_{i}:=\left(z_{i 1}, \ldots, z_{i n}\right), 1 \leq i \leq r .
$$

Let $0 \neq l \in A f_{1} \cap \cdots \cap A f_{r}$. Observe that $l \in I(X)$ : Indeed, for every $i, l=p_{i} f_{i}$, for some $p_{i} \in A$, so $l\left(Z_{i}\right)=p_{i} f_{i}\left(Z_{i}\right)=0$. This shows that $I(X) \neq 0$. Thus, $X \subseteq V(I(X)) \subseteq V(l)$ is algebraic.

Definition 4.6. Let $f \in A-R . V(f)$ is called the skew hypersurface defined by $f$. In particular,
(i) $V(f)$ is a skew plane curve if $n=2$.
(ii) $V(f)$ is a skew hyperplane if $\operatorname{deg}(f)=1$, i.e., $f=r_{0}+r_{1} x_{1}+\cdots+r_{n} x_{n}$, with $r_{i} \in A, 0 \leq i \leq n$. When $n=2, V(f)$ is a skew line.
Corollary 4.7. Let $I$ be a left ideal of $A$. Then,

$$
V(I)=V\left(f_{1}\right) \cap \cdots \cap V\left(f_{r}\right) \text {, where } I=A f_{1}+\cdots+A f_{r}
$$

Thus, if $f_{i} \in A-R$, for $1 \leq i \leq r$, then $V(I)$ is a finite intersection of skew hypersurfaces.
Proof. For $I=0, r=1$ and $f_{1}=0$. Let $I \neq 0$, since $A$ is left noetherian, there exist $f_{1}, \ldots, f_{r} \in A$ such that $I=A f_{1}+\cdots+A f_{r}$. From Theorem 4.4,

$$
V(I)=V\left(A f_{1}+\cdots+A f_{r}\right)=V\left(A f_{1}\right) \cap \cdots \cap V\left(A f_{r}\right)=V\left(f_{1}\right) \cap \cdots \cap V\left(f_{r}\right)
$$

Remark 4.8. (i) There exist skew $P B W$ extensions such that $V(A) \neq \emptyset$. In fact, let $A:=\sigma(\mathbb{Q})\langle x, y, z\rangle$ defined by

$$
y x=x y-1, z x=x z, z y=y z .
$$

Consider the left ideal $I:=A(x-1)+A y+A z$ and observe that

$$
1=-y(x-1)+(x-1) y+0 z=-y(x-1)+(x-1)(y-0)+0(z-0),
$$

i.e., $I=A$ and $(1,0,0) \in V(1)=V(A)$.
(ii) According to Corollary 4.5, if $R$ is finite, then $R^{n}$ is algebraic, and hence we do not need to assume this condition on $R^{n}$ in Definition 4.3. But if $R$ is infinite, we can not assert that there is $0 \neq g \in A$ such that $R^{n} \subseteq V(g)$. Consider for example that $A:=\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ is the commutative ring of polynomials with coefficients in an infinite field $\mathbb{F}$, then $I\left(\mathbb{F}^{n}\right)=0$ (see [9], Chapter 1 ) and contrary assume that there exists $0 \neq g \in A$ such that $\mathbb{F}^{n} \subseteq V(g)$, hence $I(V(g)) \subseteq I\left(\mathbb{F}^{n}\right)=0$, but $g \in I(V(g))$, a contradiction.

We conclude this subsection with a result that partially generalizes Proposition 2.31. Recall that $f \in A$ is normal if $A f=f A$, i.e., $f$ is a two-sided polynomial.

Proposition 4.9. Assume that $A$ is quasi-commutative.
(i) Let $f=c x^{\alpha} h \in A$, where $c \in R^{*}$ is normal in $R$, $x^{\alpha} \in \operatorname{Mon}(A)$ and $h \in Z(A)$. Then, $f$ is normal.
(ii) Let $f=c_{1} x^{\alpha_{1}}+\cdots+c_{t} x^{\alpha_{t}} \in A$, with $c_{i} \in R-\{0\}, 1 \leq i \leq t$, and $x^{\alpha_{1}} \succ \cdots \succ x^{\alpha_{t}}$. If $f$ is normal, then $c_{i}$ is normal in $R$, for every $1 \leq i \leq t$.

Proof. $\succeq$ is the deglex order on $\operatorname{Mon}(A)$, but any other monomial order could be used (for other monomial orders see [32], Chapter 13).
(i) Since the product of normal elements is normal and clearly $h$ is normal, then we have to show only that $c$ and $x^{\alpha}$ are normal elements of $A$. Let $a:=a_{1} x^{\beta_{1}}+\cdots+a_{s} x^{\beta_{s}} \in A$, with $a_{j} \in R-\{0\}, 1 \leq j \leq s$, and $x^{\beta_{1}} \succ \cdots \succ x^{\beta_{s}}$. We have $a c=\left(a_{1} x^{\beta_{1}}+\cdots+a_{s} x^{\beta_{s}}\right) c=a_{1} x^{\beta_{1}} c+\cdots+a_{s} x^{\beta_{s}} c=a_{1} \sigma^{\beta_{1}}(c) x^{\beta_{1}}+$ $\cdots+a_{s} \sigma^{\beta_{s}}(c) x^{\beta_{s}}=a_{1} c c^{-1} \sigma^{\beta_{1}}(c) x^{\beta_{1}}+\cdots+a_{s} c c^{-1} \sigma^{\beta_{s}}(c) x^{\beta_{s}}=c\left(a_{1} c^{-1} \sigma^{\beta_{1}}(c) x^{\beta_{1}}+\cdots+a_{s} c^{-1} \sigma^{\beta_{s}}(c) x^{\beta_{s}}\right)$, thus $A c \subseteq c A$. Since $A$ is bijective, then we can prove similarly that $c A \subseteq A c$. Now, $a x^{\alpha}=\left(a_{1} x^{\beta_{1}}+\right.$ $\left.\cdots+a_{s} x^{\beta_{s}}\right) x^{\alpha}=a_{1} x^{\beta_{1}} x^{\alpha}+\cdots+a_{s} x^{\beta_{s}} x^{\alpha}=a_{1} c_{1}^{\prime} x^{\alpha} x^{\beta_{1}}+\cdots+a_{s} c_{s}^{\prime} x^{\alpha} x^{\beta_{s}}=x^{\alpha} \sigma^{-\alpha}\left(a_{1} c_{1}^{\prime}\right) x^{\beta_{1}}+\cdots+$ $x^{\alpha} \sigma^{-\alpha}\left(a_{s} c_{s}^{\prime}\right) x^{\beta_{s}}$, for some $c_{j}^{\prime} \in R^{*}, 1 \leq j \leq s$, thus $A x^{\alpha} \subseteq x^{\alpha} A$. In a similar way we can prove that $x^{\alpha} A \subseteq A x^{\alpha}$.
(ii) Let $r \in R-\{0\}$, then $r f \in A f=f A$, so $r f=f g$, for some $g \in A$. Since $A$ is a domain, $\operatorname{deg}(r f)=\operatorname{deg}(f)=\operatorname{deg}(f g)=\operatorname{deg}(f)+\operatorname{deg}(g)$, so $g \in R-\{0\}$, but as $A$ is quasi-commutative, for every $1 \leq i \leq t, r c_{i}=c_{i} \sigma^{\alpha_{i}}(g)$. This means that $R c_{i} \subseteq c_{i} R$. Considering now $f r \in f A=A f$ we get that $f r=h f$, with $h \in R-\{0\}$, so for every $i, c_{i} \sigma^{\alpha_{i}}(r)=h c_{i}$, but since $A$ is bijective, $\sigma^{\alpha_{i}}(R)=R$, and hence $c_{i} R \subseteq R c_{i}$. Thus, $c_{i} R=R c_{i}$, i.e., $c_{i}$ is normal in $R$.

For the habitual polynomials in one variable, the converse of the part (i) of the previous proposition is true, as the following corollary shows. This corollary also complements the part (i) of Remark 4.8.

Corollary 4.10. Let $S$ be a left noetherian domain and $B:=S[x]$ be the habitual ring of polynomials.
(i) Let $f \in B$, with $\operatorname{lc}(f) \in S^{*}$. $f$ is a normal polynomial if and only if $f=c x^{t} h$, where $c \in S^{*}$ is normal, $t \geq 0$ and $h \in Z(B)$.
(ii) Let $\mathbb{F}$ be an algebraically closed field and assume that $S$ is an $\mathbb{F}$-algebra with trivial center. Let $I=B f_{1}+\cdots+B f_{r}$ be a left ideal of $B$, where $0 \neq f_{i}$ is normal and $\operatorname{lc}\left(f_{i}\right) \in S^{*}$, for every $1 \leq i \leq r$. If $V(I)=\emptyset$, then $I=B$.

Proof. Notice first that $B$ is a quasi-commutative bijective skew $P B W$ extension of $S$, so we can use all the previous results.
(i) $\Rightarrow$ ) Let $f:=f_{0}+f_{1} x \cdots+f_{n} x^{n} \neq 0$, with $f_{n} \neq 0$. We can assume that $f$ is monic. In fact, $f=f_{n}\left(f_{n}^{-1} f_{0}+f_{n}^{-1} f_{1} x+\cdots+x^{n}\right)=f_{n} f^{\prime}$, with $f^{\prime}:=f_{n}^{-1} f_{0}+f_{n}^{-1} f_{1} x+\cdots+x^{n}$. We have $B f=f B$, but from Proposition 4.9, $f_{n}$ is a normal element of $S$, so $B f_{n}=f_{n} B$, and hence $B f_{n} f^{\prime}=f_{n} f^{\prime} B=f_{n} B f^{\prime}$, but since $B$ is a domain, then $f^{\prime} B=B f^{\prime}$. Therefore, if we prove the claimed for monic polynomials, then $f^{\prime}=c^{\prime} x^{t} h$, with $c^{\prime} \in S^{*}$ normal, $t \geq 0$ and $h \in Z(B)$, so $f=c x^{t} h$, with $c:=f_{n} c^{\prime} \in S^{*}$ normal.

We will prove the claimed by induction on $n$. If $n=0$, then $c=f=1 \in S^{*}$ normal, $t=0$ and $h=1$. If $n=1$, then $f=f_{0}+x$; if $f_{0}=0$, then we get the claimed with $c=1, t=1$ and $h=1$. Assume that $f_{0} \neq 0$; let $s \in S$, then $f s=b f$, with $b \in B$, this implies that $b:=b_{0} \in S$, and hence $f_{0} s+s x=b_{0} f_{0}+b_{0} x$, whence $s=b_{0}$ and $f_{0} s=s f_{0}$, i.e., $f_{0} \in Z(S)$. Therefore, $f \in Z(B)$ and we get the claimed with $c=1$, $t=0$ and $h=f$. This completes the proof of case $m=1$.

Assume the claimed proved for non zero monic normal polynomials of degree $\leq n-1$. We will consider two possible cases.

Case 1. $f_{0} \neq 0$. As before, let $s \in S$, then $f s=b f$, with $b \in B$, but this implies that $b:=b_{0} \in S$ and $f_{i} s=s f_{i}$ for every $0 \leq i \leq n-1$. Thus, $f \in Z(B)$ and we get the claimed with $c=1, t=0$ and $h=f$.

Case 2. $f_{0}=0$. Let $l$ be minimum such that $f_{l} \neq 0$. Then $f=x^{l} f^{\prime}$, with $l \geq 1$ and $0 \neq f^{\prime} \in A$ monic. Observe that $x^{l}$ and $f^{\prime}$ are normal: In fact, $x^{l} B=B x^{l}$ and $B f=B x^{l} f^{\prime}=x^{l} B f^{\prime}=x^{l} f^{\prime} B=f B$, but since $B$ is a domain, then $B f^{\prime}=f^{\prime} B$. By induction, there exist $c^{\prime} \in S^{*}$ normal, $l^{\prime} \geq 0$ and $h \in Z(B)$ such that $f^{\prime}=c^{\prime} x^{l^{\prime}} h$, hence $f=x^{l} c^{\prime} x^{l^{\prime}} h=c^{\prime} x^{l+l^{\prime}} h$, so we obtain the claimed with $c:=c^{\prime}$ and $t:=l+l^{\prime}$.
$\Leftarrow$ This follows from the previous proposition.
(ii) From Corollary 4.7 we have that $V(I)=V\left(f_{1}\right) \cap \cdots \cap V\left(f_{r}\right)$, but by (i), for every $1 \leq i \leq r$, $f_{i}=c_{i} x^{t_{i}} h_{i}$, where $c_{i} \in S^{*}$ is normal, $t_{i} \geq 0$ and $h_{i} \in Z(B)=Z(S)[x]=\mathbb{F}[x]$. Since $c_{i} \in S^{*}$, then $V\left(f_{i}\right)=V\left(x^{t_{i}} h_{i}\right)$, hence

$$
V(I) \supseteq V\left(x^{t_{1}} h_{1}\right) \cap \cdots \cap V\left(x^{t_{r}} h_{r}\right) \supseteq V(d), \text { where } d:=\operatorname{gcrd}\left(x^{t_{1}} h_{1}, \ldots, x^{t_{r}} h_{r}\right) \text { in } \mathbb{F}[x] .
$$

Since $V(I)=\emptyset$, then $V(d)=\emptyset$ with respect to $R^{n}$, whence, $V(d)=\emptyset$ with respect to $\mathbb{F}^{n}$, but $\mathbb{F}$ is algebraically closed, then $d \in \mathbb{F}^{*}$. We have $d=g_{1} x^{t_{1}} h_{1}+\cdots+g_{r} x^{t_{r}} h_{r}$, for some $g_{1}, \ldots, g_{r} \in \mathbb{F}[x]$. Let $c:=$ $c_{1} \cdots c_{r} \in S^{*}$, since $c_{i}$ is normal and $g_{i} \in Z(B)$, for every $1 \leq i \leq r$, we get $c d=g_{1}^{\prime} c_{1} x^{t_{1}} h_{1}+\cdots+g_{r}^{\prime} c_{r} x^{t_{r}} h_{r}$, where every $g_{i}^{\prime} \in B$. Thus, $c d=g_{1}^{\prime} f_{1}+\cdots+g_{r}^{\prime} f_{r} \in I \cap S^{*}$, i.e., $I=B$.

### 4.3 Hilbert's Nullstellensatz Theorem for Skew PBW Extensions

The ring-theoretic version of the Hilbert's Nullstellensatz theorem for skew $P B W$ extensions has been considered in the beautiful paper [36]. The algebraic characterization of the theorem given by the authors of [36] does not use the notion of variety (see Theorem 3.1 in [36]). Applying the algebraic sets and the ideal of points introduced in Definition 4.3 and Theorem 4.4, we present next the classical version of this important theorem for quasi-commutative bijective skew $P B W$ extensions of algebraically closed fields. Our version covers the Nullstellensatz theorem of commutative algebraic geometry (see [9], Chapter 1).

We start recalling some notions and results related to prime ideals of an arbitrary ring (see [34] and also [1], Definition 3).

Definition 4.11. Let $S$ be a ring and $I, P$ be two-sided ideals of $S$, with $P \neq S$.
(i) $P$ is a prime ideal of $S$ if for any left ideals $L, J$ of $S$ the following condition holds: $L J \subseteq P$ if and only if $L \subseteq P$ or $J \subseteq P$.
(ii) The radical of $I$, denoted $\sqrt{I}$, is the intersection of all prime ideals of $S$ containing $I$.
(iii) An element $a \in S$ is $I$-strongly nilpotent if for any given sequence $\mathcal{S}:=\left\{a_{i}\right\}_{i \geq 1}$ of elements of $S$, with $a_{1}:=a$ and $a_{i+1} \in a_{i} S a_{i}$, there exists $m(\mathcal{S}) \geq 1$ such that $a_{m(\mathcal{S})} \in I$. We say that $a$ is $I$-nilpotent if there exists $m \geq 1$ such that $a^{m} \in I$.
(iv) $P$ is completely prime if the following condition holds for any $a, b \in S: a b \in P$ if and only if $a \in P$ or $b \in P$.
(v) $P$ is completely semiprime if the following condition holds for any $a \in S: a^{2} \in P$ if and only if $a \in P$.

It is clear that if $a \in S$ is $I$-strongly nilpotent, then $a$ is $I$-nilpotent. If $a \in Z(S)$, then the converse is true. Observe that any element $a \in S$ is $S$-strongly nilpotent and $\sqrt{S}:=S$. If $P$ is completely prime, then $P$ is completely semiprime. By induction on $m$ it is easy to show that $P$ is completely semiprime if and only if the following condition holds: For any $a \in S$ and any $m \geq 1, a^{m} \in P$ if and only if $a \in P$.

Proposition 4.12. Let $S$ be a ring and $P$ be a proper two-sided ideal of $S . P$ is a prime ideal if and only if the following condition holds for any elements $a, b \in S: a S b \subseteq P$ if and only if $a \in P$ or $b \in P$.

Proof. $\Rightarrow)$ : From $a S b \subseteq P$ we get that $S a S b \subseteq P$, whence, $S a \subseteq P$ or $S b \subseteq P$, i.e., $a \in P$ or $b \in P$.
$\Leftarrow)$ : Let $L, J$ be left ideals of $S$ such that $L J \subseteq P$. Assume that $L \nsubseteq P$ and let $a \in L$ with $a \notin P$. Let $b \in J$, then $a S b \subseteq L J \subseteq P$, whence $b \in P$. Thus, $J \subseteq P$.

Proposition 4.13. Let $S$ be a ring and $P$ be a proper two-sided ideal of $S . P$ is a prime ideal if and only if the following condition holds for any left ideals $L, J$ of $S:$ If $P \subsetneq L$ and $P \subsetneq J$, then $L J \nsubseteq P$.

Proof. $\Rightarrow)$ : Evident.
$\Leftarrow)$ : Let $a, b \in S$ such that $a S b \subseteq P$ and suppose that $a \notin P$ and $b \notin P$. Then, $P \subsetneq P+S a$ and $P \subsetneq P+S b$, and from the hypothesis, $(P+S a)(P+S b) \nsubseteq P$, hence, there exist $p, p^{\prime} \in \stackrel{\not}{P}$ and $s, s^{\prime} \in S$ such that $(p+s a)\left(p^{\prime}+s^{\prime} b\right) \notin P$, a contradiction.

Proposition 4.14. Let $S$ be a ring and $I$ be a two-sided ideal of $S$. Then,

$$
\sqrt{I}=\{a \in S \mid a \text { is } I \text {-strongly nilpotent }\} .
$$

Proof. Let $a \in S$ such that $a \notin \sqrt{I}$, then there exists a prime ideal $P$ of $S$, containing $I$, such that $a \notin P$, hence, by Proposition 4.12, $a S a \nsubseteq P$. This says that there exists $b \in S$ such that $a b a \notin P$. Let $a_{1}:=a$ and $a_{2}:=a b a$. Thus, $a_{2} S a_{2} \nsubseteq P$ and hence there exists $c \in S$ such that $a_{2} c a_{2} \notin P$. Let $a_{3}:=a_{2} c a_{2}$. Continuing this way we get a sequence $\left\{a_{i}\right\}_{i \geq 1}$ of elements of $S$ such that $a_{i} \notin P$ for every $i \geq 1$, hence, $a_{i} \notin I$ for every $i \geq 1$. This means that $a$ is not $I$-strongly nilpotent.

Conversely, assume that $a \in S$ is not $I$-strongly nilpotent, then there exists a sequence $\mathcal{S}:=\left\{a_{i}\right\}_{i \geq 1}$ of elements of $S$, with $a_{1}:=a$ and $a_{i+1} \in a_{i} S a_{i}$, such that for every $i \geq 1, a_{i} \notin I$. By Zorn's lemma, there exists a two-sided ideal $P$ of $S$, containing $I$, maximal with respect to the condition $\mathcal{S} \cap P=\emptyset$ (observe that $I \supseteq I$ and $\mathcal{S} \cap I=\emptyset$ ). We will show that $P$ is a prime ideal of $S$. It is clear that $P \neq S$. Let $L, J$ be left ideals of $S$ such that $P \subsetneq L$ and $P \subsetneq J$. Then, $L \cap \mathcal{S} \neq \emptyset$ and $J \cap \mathcal{S} \neq \emptyset$, so there exists $a_{i} \in L$ and $a_{j} \in J$. Let $k:=\max \{i, j\}$, then $a_{k+1} \in L J$, but $a_{k+1} \notin P$, i.e., $L J \nsubseteq P$. Thus, from Proposition 4.13, $P \supseteq I$ is a prime ideal such that $a \notin P$, so $a \notin \sqrt{I}$.

Lemma 4.15. Let $A:=\sigma(\mathbb{F})\left\langle x_{1}, \ldots, x_{n}\right\rangle$ be a quasi-commutative bijective skew $P B W$ extension of $\mathbb{F}$, where $\mathbb{F}$ is a field. Then, for every $Z:=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{F}^{n},\langle Z\rangle$ is completely semiprime.
Proof. We have to show first that $\langle Z\rangle \neq A$ : Contrary, assume that $1 \in A$, then

$$
1=p_{1}\left(x_{i_{1}}-z_{i_{1}}\right) q_{1}+\cdots+p_{m}\left(x_{i_{m}}-z_{i_{m}}\right) q_{m}, \text { with } p_{j}, q_{j} \in A \text { and } i_{j} \in\{1, \ldots, n\}, 1 \leq j \leq m
$$

By Proposition 3.9,

$$
q_{j}=q_{j}^{\prime}\left(x_{i_{j}}-z_{i_{j}}\right)+h_{j}, \text { with } q_{j}^{\prime}, h \in A, h_{j} \text { reduced w.r.t. } x_{i_{j}}-z_{i_{j}}, 1 \leq j \leq m
$$

So,

$$
\begin{gathered}
1=p_{1}\left(x_{i_{1}}-z_{i_{1}}\right)\left(q_{1}^{\prime}\left(x_{i_{1}}-z_{i_{1}}\right)+h_{1}\right)+\cdots+p_{m}\left(x_{i_{m}}-z_{i_{m}}\right)\left(q_{m}^{\prime}\left(x_{i_{m}}-z_{i_{m}}\right)+h_{m}\right)= \\
p_{1}\left(x_{i_{1}}-z_{i_{1}}\right) q_{1}^{\prime}\left(x_{i_{1}}-z_{i_{1}}\right)+p_{1}\left(x_{i_{1}}-z_{i_{1}}\right) h_{1}+\cdots+p_{m}\left(x_{i_{m}}-z_{i_{m}}\right) q_{m}^{\prime}\left(x_{i_{m}}-z_{i_{m}}\right)+p_{m}\left(x_{i_{m}}-z_{i_{m}}\right) h_{m}
\end{gathered}
$$

Since every $h_{j}$ is reduced, then $h_{j} \in \mathbb{F}$, but $A$ is quasi-commutative, then $1 \in I$, where $I$ is a left ideal of $A$ generated by elements of the form $c_{i_{j}} x_{i_{j}}-z_{i_{j}}^{\prime}$, where $c_{i_{j}}, z_{i_{j}}^{\prime} \in \mathbb{F}$ with $c_{i_{j}} \neq 0,1 \leq j \leq m$ (actually, in some cases $c_{i_{j}}=1$ and $z_{i_{j}}^{\prime}=z_{i_{j}}$, and in other cases, when $h_{j} \neq 0$, then $c_{i_{j}}=\sigma_{i_{j}}\left(h_{j}\right)$ and $z_{i_{j}}^{\prime}=z_{i_{j}} h_{j}$, where $\sigma_{i_{j}}$ is as in Proposition 3.2). It is clear from Definition 3.10 that the generators $c_{i_{j}} x_{i_{j}}-z_{i_{j}}^{\prime}$ of $I$ conform a Gröbner basis of $I$. Since $1 \in I$, from the part (iii) of Proposition 3.11 we get that $x_{i_{j}}$ divides 1 for some $j$, a contradiction. Hence, $\langle Z\rangle \neq A$.

Now, let $f \in A$ such that $f^{2} \in\langle Z\rangle$. Applying again Proposition 3.9, there exist polynomials $p_{1}, \ldots, p_{t}, h \in A$, with remainder $h$ reduced w.r.t. $F:=\left\{x_{1}-z_{1}, \ldots, x_{n}-z_{n}\right\}$, such that

$$
f=p_{1}\left(x_{1}-z_{1}\right)+\cdots+p_{n}\left(x_{n}-z_{n}\right)+h
$$

Since $h$ is reduced, then $h \in \mathbb{F}$. If $h=0$, then $f \in\langle Z\rangle$ and the proof is over. Assume that $h \neq 0$, then

$$
h^{2}=\left(f-\left[p_{1}\left(x_{1}-z_{1}\right)+\cdots+p_{n}\left(x_{n}-z_{n}\right)\right]\right)^{2} \in\langle Z\rangle,
$$

hence $\langle Z\rangle=A$, a contradiction.
Theorem 4.16 (Hilbert's Nullstellensatz). Let $A:=\sigma(\mathbb{F})\left\langle x_{1}, \ldots, x_{n}\right\rangle$ be a quasi-commutative bijective skew $P B W$ extension of $\mathbb{F}$, where $\mathbb{F}$ is an algebraically closed field. Assume that $Z(A)$ is a polynomial ring in $n$ variables with coefficients in $\mathbb{F}$. Let $I$ be a two-sided ideal of $A$. Then,

$$
\left\langle I_{Z(A)}\left(V_{Z(A)}(J)\right)\right\rangle \subseteq \sqrt{I} \subseteq I(V(I))
$$

where $J:=l^{-1}(I), l: Z(A) \rightarrow A$ is the inclusion of the center of $A$ in $A, V_{Z(A)}(J)$ is the vanishing set of $J$ with respect to $Z(A)$ and $I_{Z(A)}\left(V_{Z(A)}(J)\right)$ is the ideal of points of $V_{Z(A)}(J)$ with respect to $Z(A)$.

Proof. $\sqrt{I} \subseteq I(V(I))$ : If $V(I)=\emptyset$, then $I(V(I))=A$ and hence there is nothing to prove. Assume that $V(I) \neq \emptyset$ and let $f \in \sqrt{I}$, then $f$ is $I$-strongly nilpotent, and hence, $I$-nilpotent, so there exists $m \geq 1$ such that $f^{m} \in I$. Let $Z:=\left(z_{1}, \ldots, z_{n}\right) \in V(I)$, then $f^{m} \in\langle Z\rangle$. From Lemma 4.15, $f \in\langle Z\rangle$, i.e., $f \in I(V(I))$.
$\left\langle I_{Z(A)}\left(V_{Z(A)}(J)\right)\right\rangle \subseteq \sqrt{I}$ : Consider the inclusion $Z(A) \xrightarrow{l} A$ and let $J:=l^{-1}(I)$. Then, $J=l(J)=$ $l\left(l^{-1}(I)\right) \subseteq I$, and let $\langle J\rangle:=A J A$ be the two-sided ideal of $A$ generated by $J$. We have $\langle J\rangle \subseteq I$, so $\sqrt{\langle J\rangle} \subseteq \sqrt{I}$, but $\langle\sqrt{J}\rangle \subseteq \sqrt{\langle J\rangle}$, where $\sqrt{J}$ is the radical of $J$ in the ring $Z(A)$. In fact, let $w \in \sqrt{J}$, then there exists $m \geq 1$ such that $w^{m} \in J \subseteq\langle J\rangle$, but $w \in Z(A)$, then $w$ is $\langle J\rangle$-strongly nilpotent, i.e., $w \in \sqrt{\langle J\rangle}$. Thus, $\langle\sqrt{J}\rangle \subseteq \sqrt{I}$. Applying the classical Hilbert's Nullstellensatz for $Z(A)$ (here we use that $\mathbb{F}$ is algeraically closed) we have $\sqrt{J}=I_{Z(A)}\left(V_{Z(A)}(J)\right)$, so we get that $\left\langle I_{Z(A)}\left(V_{Z(A)}(J)\right)\right\rangle \subseteq \sqrt{I}$.
Example 4.17. Next we present some concrete examples of skew $P B W$ extensions that satisfy the hypothesis of Theorem 4.16. $\mathbb{F}$ denotes an algebraically closed field.
(i) It is clear that if $A=\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ and $I$ is an ideal of $A$, then in Theorem 4.16 we have $\left\langle I_{Z(A)}\left(V_{Z(A)}(J)\right)\right\rangle=I(V(I))$, and hence, $I(V(I))=\sqrt{I}$.
(ii) If $q \neq 1$ is an arbitrary root of unity of degree $m \geq 2$, then the center of the quantum plane $A:=\mathbb{F}_{q}[x, y]$ is the subalgebra generated by $x^{m}$ and $y^{m}$, i.e., $Z\left(\mathbb{F}_{q}[x, y]\right)=\mathbb{F}\left[x^{m}, y^{m}\right]$ (see [37] or also [32], Proposition 3.3.14). Recall that the rule of multiplication in $A$ is given by $y x=q x y$.
(iii) The previous example can be generalized in the following way (see [5], Lemma 4.1, or also [32], Proposition 3.3.15): Let $q \in \mathbb{F}-\{0\}$ and $A:=\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]$ be the skew $P B W$ extension defined by $x_{j} x_{i}=q x_{i} x_{j}$ for all $1 \leq i<j \leq n$. If $n \geq 2$ and $q \neq 1$ is a root of unity of degree $m \geq 2$, then
(a) If $q=-1$, then

$$
Z(A)=\mathbb{F}\left[x_{1}^{2}, \ldots, x_{n}^{2}\right] \text { when } n \text { is even. }
$$

(b) If $q \neq-1$, then

$$
Z(A)=\mathbb{F}\left[x_{1}^{m}, \ldots, x_{n}^{m}\right] \text { when } n \text { is even. }
$$

(iv) Consider that for every $1 \leq i, j \leq n, q_{i j} \in \mathbb{F}-\{0\}$ is a nontrivial root of unity of degree $d_{i j}<\infty$ and let $A:=\mathbb{F}_{\mathbf{q}}\left[x_{1}, \ldots, x_{n}\right]$ be the skew $P B W$ extension defined by $x_{j} x_{i}=q_{i j} x_{i} x_{j}$ for all $1 \leq i<j \leq n$. Let $k_{i j} \in \mathbb{Z}$ such that $\left|k_{i j}\right|<d_{i j}, \operatorname{lcd}\left(k_{i j}, d_{i j}\right)=1$ and $q_{i j}=\exp \left(2 \pi \sqrt{-1} \frac{k_{i j}}{d_{i j}}\right)$ (choosing $\left.k_{j i}:=-k_{i j}\right)$. Let $L_{i}:=\operatorname{lcm}\left\{d_{i j} \mid j=1, \ldots, n\right\}$. Then $Z\left(\mathbb{F}_{\mathbf{q}}\left[x_{1}, \ldots, x_{n}\right]\right)$ is a polynomial ring if and only if it is of the form $\mathbb{F}\left[x_{1}^{L_{1}}, \ldots, x_{n}^{L_{n}}\right]$ (see [4], Theorem 0.3 or also [32], Proposition 3.3.17).

Remark 4.18. In this last section we have studied only the algebraic sets of skew $P B W$ extensions and the results have been published separately in [29]. The other properties of noncommutative coding theory considered in the second section for Ore extensions have not been investigated in this paper. Probably this represents a challenge for our readers.
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