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Abstract
This study aims to reveal the revolutionary Gamma Distribution Manifold (GDM) info-geometric analysis combined 
with potential Gamma distribution (GD) applications to advance Satellite Earth Observations (SEOs). An exposition of 
the GDM Fisher Information Matrix (FIM) was undertaken, together with the analytic investigation of the existence of 
FIM’s inverse. The derivation of GDM’s Geodesic Equations (GEs) is undertaken. The solution of the obtained Geodesic 
Equations is optimally complicated, and it provides more extensions to numerous open problems. Notably, the current 
paper provides a first-time unification between three multi-interdisciplinary fields, namely, information geometry theory, 
probability theory, and Satellite earth observations. Looking at the other side of the coin, the provided revolutionary 
approach in this current work reports the significant impact of info-geometric analysis on the probabilistic dynamics as 
well as the influential role of information geometry in the satellite and space industry. This poses numerous open issues 
that initiate a new form of contemporary unification between these inter-disciplinaries to discover another visionary 
thinking out of traditional statistical frames. In other words, refraining ourselves from using classical statistical frames 
of thinking and delving into a new info-geometric vision of statistical distributions as well as examining real-life 
applications of information geometry to advance satellite earth observations. The curtain is drawn on this paper by 
providing several challenging open problems in combination with a concluding remark and the next phase of research.
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1. Introduction
Information geometry (IG) is a cutting-edge geometric 
methodology that analyzes models and visualizes geometry 
from an IG perspective. IG has wide applicability in various 
domains, including machine learning. This approach offers 
new insights and tools for understanding complex data and 

improving modeling techniques [1]. What's more interesting is 
that statistical manifolds (SMs) were studied with IG. In Fig. 
1, a statistical manifold SM(θ), θ∈ℝn, is defined [2]. If a state 
of interest that is a part of the parameter space ℝn  is given. 
Consequently, the probability p(x│θ) coined each point in SM(θ).
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Figure 1: SM’s parametrization [2]. 

 

A smooth statistical manifold is described mathematically by the Fisher information metric (FIM) in 

the context of information geometry (IG). It uses points in a common probability space to express 

probability measurements. By quantifying the informative gap between measurements, FIM makes 

statistical data analysis and comparison possible. 

 

Previous research has examined the families of exponential distributions, which are mathematical 

models that represent the probability distribution of time between occurrences, as well as some 

variations of exponential distributions, from the information geometry (IG) point of view [3-5]. This 

approach explores the geometric properties and relationships between these distributions, providing 

insights into their characteristics and behavior. The strong link between GD and SEOs was the actual 

kindle of motivation behind this study. More fundamentally, it was necessary to reveal how IG can 

analyze GD to geometrically visualize and capture the unexplored links between the GD parameters. 

Notably, the motivation behind a novel investigation into the reinterpretation of GD (presumably 

referring to Gradient Descent) from a revolutionary IG (Information Geometry) perspective. This was 

the potential to explore how IG can provide a new way of analyzing GD, potentially revealing 

Fig.1 SM’s parametrization [2].
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A smooth statistical manifold is described mathematically by the 
Fisher information metric (FIM) in the context of information 
geometry (IG). It uses points in a common probability space 
to express probability measurements. By quantifying the 
informative gap between measurements, FIM makes statistical 
data analysis and comparison possible.

Previous research has examined the families of exponential 
distributions, which are mathematical models that represent 
the probability distribution of time between occurrences, as 
well as some variations of exponential distributions, from the 
information geometry (IG) point of view [3-5]. This approach 
explores the geometric properties and relationships between 
these distributions, providing insights into their characteristics 
and behavior. The strong link between GD and SEOs was 
the actual kindle of motivation behind this study. More 
fundamentally, it was necessary to reveal how IG can analyze 
GD to geometrically visualize and capture the unexplored 
links between the GD parameters. Notably, the motivation 
behind a novel investigation into the reinterpretation of GD 
(presumably referring to Gradient Descent) from a revolutionary 
IG (Information Geometry) perspective. This was the potential 

to explore how IG can provide a new way of analyzing GD, 
potentially revealing unexplored connections between the 
parameters of GD. Also, the significant impact of GD on SEOs 
was another motivation to provide a panoramic short review of 
this significant impact.

The increasing demand for high-speed and reliable internet-based 
services has led to a need for improved satellite communications 
(SatComs) [6]. Satellites can be used alone or integrated with 
terrestrial networks to meet this demand, and recent technical 
advances and applications in SatCom research have been 
highlighted. Communication testbeds have been developed to 
demonstrate advanced concepts in practice.

1.1 Applications of SatCom
5G Non-Terrestrial Network
 Fig. 2 depicts a list of SatCom applications for each 5G service 
group (cf., [7]). Very Low Earth Orbit (VLEO) and SatCom-
Assisted Aerial Networks, as well as VLEO satellites, High 
Altitude Platforms (HAPs), and Low Altitude Platforms (LAPs), 
are given prominence in Fig. 2 as their significance in the 5G 
ecosystem (see Fig. 3 [8]).
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Figure 2: How the 5G ecosystem is impacted by SatCom [7]. 

 

Fig. 2 How the 5G ecosystem is impacted by SatCom [7].

 
Figure 3: A multi-layer communications paradigm is depicted schematically. The sub-sections that 

follow summarize the LAPs, HAPs, and VLEO satellites’ advantages and disadvantages [8]. 

 

1.1.1 Aeronautical and Maritime Tracking and Communication 

 

 As depicted by Fig. 4(c.f., [6].), ADS-B (Automatic Dependent Surveillance-Broadcast) is a 

communication method enabling aircraft to use barometric altitude and data from the Global 

Navigation Satellite System (GNSS) to navigate to their destination. This allows for cooperative 

surveillance for situational awareness and separation as well as communication with an air traffic 

controller. 

 

 

 
Figure 4: LO satellites integration ADS-B hierarchy for ADS-B reception, allowing aircraft 

communication with Air Traffic Controllers [6].  

 

 Fig. 3 A multi-layer communications paradigm is depicted schematically. The sub-sections that follow summarize the LAPs, HAPs, 
and VLEO satellites’ advantages and disadvantages [8].
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Fig. 4 LO satellites integration ADS-B hierarchy for ADS-B reception, allowing aircraft communication with Air Traffic Controllers 
[6].

1.1.2 Earth Observation (EO) Data Collection
 The governmental and international organizations’ use of EO is 
so common to record the climate, sea tracks, variations in plant 
life, and study natural disasters [8]. EO provides objective data 
on trends and changes that would otherwise be invisible from 
the ground.

1.1.3 Space Communications
Telecommunications are critical for space exploration 

because efficient communication networks are required 
for accomplishments like the Apollo 11 Moon landing and 
downloading scientific data from space spacecraft [8]. A satellite 
communication system's basic structure includes a space 
segment, a ground segment, and a user segment, and there are 
challenges to overcome when using satellite swarms for data 
link communications due to synchronization requirements and 
the need for additional transceivers, as illustrated in Fig. 5(c.f., 
[6].).
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Figure 5: SatCom System Architecture [6]. 

 

The following is an outline of the remaining portions of this paper: The study's methodology is 

described in the second section. The findings and discussion will be laid out in Section 3. The fourth 

section provides an overview of potential applications of Gamma Distribution (GD) to Search Engine 

Optimization (SEO). Finally, Section five includes conclusions, highlights challenging open problems 

identified in the study, and offers recommendations for future research. 

 

2. Methodology 

 

 This section provides the main IG definitions, that will be used to obtain the main results. The 

undertaken methodology uses this setting of defined concepts to carry out the info-geometric analysis 

and obtain the results. Once done, an interpretation of these novel results will be given. 

 

Fig. 5 SatCom System Architecture [6].

The following is an outline of the remaining portions of this 
paper: The study's methodology is described in the second 
section. The findings and discussion will be laid out in Section 3. 
The fourth section provides an overview of potential applications 
of Gamma Distribution (GD) to Search Engine Optimization 
(SEO). Finally, Section five includes conclusions, highlights 
challenging open problems identified in the study, and offers 
recommendations for future research.

2. Methodology
This section provides the main IG definitions, that will be used 
to obtain the main results. The undertaken methodology uses 
this setting of defined concepts to carry out the info-geometric 
analysis and obtain the results. Once done, an interpretation of 
these novel results will be given.
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2.1 Main IG definitions

• Definition 1 [9]
1. We call M={p(x,φ)|φϵΘ} a statistical manifold if x is a 

random variable in sample space X and p(x,θ) a pdf under some 
requirements, with φ=(φ1,φ2,..,φn)ϵΘ to serve as the manifold’s 
coordinates.
2. Θ= {pφ |φϵΘ} reads as
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Figure 6: How GD’s shape is impacted by   and  (c.f., [11]) 
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Fore  ( ), it holds that: 

  (   )    ( ) +    (8) 

• Definition 6[11]
The probability density for Gamma distribution (GD) (as seen in Fig. 6) is determined by [11]:

with Γ(z)= ∫0
∞ x z-1  e-x dx is the Gamma function, α is the shape parameter, and θ is the reciprocal of the scale parameter, such that α 

and θ are positive real numbers.

Fig.6 How GD’s shape is impacted by α and θ(c.f., [11])
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ψ1 (z) satisfies the recurrence relation:

3. Results and discussion
Theorem 1 The GDM satisfies:
(i)FIM is given by:

with

(ii) FIM inverse matrix is

with a,b and c (c.f.,Equ.(12)-(14)). The determinant of [gij]is given by

Such that η is a positive real number and

ψ,ψ1  denote digamma and trigamma functions.
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By engaging the derivations (c.f., Eqns (29)-(35)), the proof follows. 
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By engaging the derivations (c.f., Eqns (29)-(35)), the proof follows.

3.1 Mathematical justification for the existence of [gij] (c.f., [14]) 

Theorem 3 [gij] (c.f., [14.]) exists for all positive integer values for η and θ.

Proof

Engaging mathematical analysis, [gij] (c.f., [14.]) exists if and only if Δ= ac - b2 (c.f., (16)) is non-zero, such that a,b and c satisfy 
((12,13)).
Assuming that Δ= 0, then by equation (25),
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Solving (37) for Γ(η), we have

From the definition of Γ(η), we must choose
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We are going to check (39) for         
For       
 

L.H.S(39) =   (   ( )   .  
 ( )     ( )

 /) = 2.01751679     ( )(contradiction)  
(40) 

 

For       
 L.H.S(39)= .   ( )   (   ( )     ( ))/   3.501637065     ( ) (contracdiction) (41) 

 

 

By (40) and (41), we are done for the initial proof.  

  

The following section will be devoted to the investigation of some potential applications of GD to 

SEOs.  

 

3.2 Impact of GD on SEOs 

 

 The authors used a gap-filling process to reconstruct fragmented weekly data series for climate 

variables. To fill missing data in the climate series, a bias correction process was used to match the 

statistical distribution of the candidate series to be filled with the objective series [14]. 

 

Fig.7 (c.f., [14].) shows the data series used for calculating climate variables, such as precipitation, 

temperature, dew point temperature, sunshine duration, and wind speed, had good spatial coverage and 

distribution. The authors obtained data on soil water field capacity, which is essential for calculating 

drought indices, from the European Soil Database & soil properties. 
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Figure 7: the spatial distribution of meteorological stations used in a study. The gray stations represent 
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Used synthetic aperture radar (SAR) imagery to suggest a 
novel technique for identifying flood water [15]. Compared 
to traditional global-thresholding approaches, the method's 
local thresholding approach is more accurate at delineating 
water features in images because it takes into consideration 
the complexity and variety of various land surface types. The 
suggested technique for detecting floods is quick, completely 
automated, and successful.

Sentinel-1 SAR images were used to suggest a new local 
thresholding technique for flood water delineation [15]. The 
process entails estimating local thresholds for each subset of land 
cluster paired with water cluster by fitting GDs to the backscatter 
intensities of the combined water/land pixels in each subset. The 

proposed method for identifying water from non-water is faster, 
fully automated, and more accurate than traditional global-
thresholding methods.

The suggested local thresholding algorithm for identifying water 
extents in remote sensing images is depicted in Fig. 8 [15]. The 
method identifies a local threshold as the intersection of the bi-
modal distributions, clusters non-water pixels into land clusters 
based on picture attributes, and estimates the SAR backscatter 
distribution at each polarization as a combination of two GDs. 
After combining the local water extents to create the global 
inundation extent, isolated water and land pixels are removed 
using basic hydrologic restrictions.

 
Figure 8: The local thresholding method’s flow chart [15]. 
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methods and a proposed local thresholding method are provided, as illustrated by Figs. 9 and 10(c.f., 

[15.]). The split-based Kittler-Illingworth algorithm performed better in terms of accuracy than the 

other two global thresholding techniques, compared to the data, while the suggested local thresholding 

technique had the best accuracy for users and producers. The text also highlights the challenges of 

accurately classifying low-backscattering surfaces and smoother land covers. 
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thresholding method are provided, as illustrated by Figs. 9 and 
10(c.f., [15.]). The split-based Kittler-Illingworth algorithm 
performed better in terms of accuracy than the other two 

global thresholding techniques, compared to the data, while the 
suggested local thresholding technique had the best accuracy for 
users and producers. The text also highlights the challenges of 
accurately classifying low-backscattering surfaces and smoother 
land covers.
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other two global thresholding techniques, compared to the data, while the suggested local thresholding 

technique had the best accuracy for users and producers. The text also highlights the challenges of 

accurately classifying low-backscattering surfaces and smoother land covers. 

 

 

 

 
Figure 9: Water delineated with (a) the proposed local thresholding, (b) Otsu's thresholding, (c) 

Gamma function fitting, and (d) the split-based Kittler-Illingworth technique, with omission and 

commission error underlined and two zoomed-in regions. The mask specifies which aerial images are 

available [15]. 

Fig. 9 Water delineated with (a) the proposed local thresholding, (b) Otsu's thresholding, (c) Gamma function fitting, and (d) the 
split-based Kittler-Illingworth technique, with omission and commission error underlined and two zoomed-in regions. The mask 
specifies which aerial images are available [15].
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Figure 10: (a) The zoomed-in regions' input SAR image. Water extracted with (b) the proposed local 

thresholding, (c) Otsu's thresholding, (d) Gamma function fitting, and (e) the split-based Kittler-

Fig. 10 (a) The zoomed-in regions' input SAR image. Water extracted with (b) the proposed local thresholding, (c) Otsu's thresholding, 
(d) Gamma function fitting, and (e) the split-based Kittler-Illingworth technique, with omission and commission errors indicated.
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The geometric features of the terrain, in combination with its 
electric properties, may affect SAR’s data quality [15]. This can 
result in a more complex challenge than simply comparing the 
reflectance and conductivity of various materials. Additional 
backscatter correction taking surface geometry into account is 
required in flooded areas with complicated terrains to increase 
mapping accuracy. Furthermore, the accuracy of surface 
water delineation can be influenced by the outcome of image 
clustering, which is utilized to discriminate between water and 
other terrain types based on SAR backscatter intensity. The 
proposed technique is resistant to diverse land clusters; however, 
the water and land type criteria should be different.

More research into the efficacy of image clustering for flood 
mapping, with an emphasis on roughness and dielectric factors 
that are directly related to the SAR imaging mechanism, is 
needed [15]. The accuracy of thresholding for separating open 
water from land is determined by the amount of the overlapped 
area between water and dry land categories, with smaller 
overlaps yielding better results. However, due to the sensor's 
side-looking nature and the presence of towering buildings, 
smoothly inundated regions can result in over-detection, whilst 
metropolitan areas with high development intensity can result in 
both over- and under-detection.

4. Conclusion
This study is extremely important since it addresses several 
difficult open problems that are currently being discovered. 
Buildings and ground corners might create a double bounce 
effect in SAR photos, which could result in bright pixels that are 
mistakenly categorized as land during flood mapping, according 
to [15]. High-complexity studies could differentiate between 
flood mapping techniques according to the fundamental features 
of flooded areas, like intricate topography, sophisticated sewage 
systems, or dense populations. The suggested technique can be 
applied to map flood water by comparing it to permanent water 
bodies or to identify changes in inundation in multi-temporal 
photographs. 

4.1 Open Problem One
Differentiating ways to improve flood mapping while considering 
the underlying features of inundated lands, such as complicated 
terrains, sewage infrastructures, or dense developments, could 
be this hard-open problem [16].

4.2 Open Problem Two
How can the hierarchical area network be deployed efficiently 
after [6]? The required global performance is predicted to be 
achieved through a joint design of communications and High-
Altitude Platforms (HAPS)/Unmanned Aerial Vehicles (UAV) 
flights, which is yet an open research issue. This involves not 
just the placement of UAVs and HAPs, but also trajectory 
optimisation.

4.3 Open Problem Three: Internet of Space Things (IoST)
Delay-tolerant networking (DTN) has the potential to address 
the problems associated with future satellite communications, 
even if Internet of Things (IoST) is still in its early stages 

and was initially intended for space applications [17]. DTN is 
capable of handling high latency communication links, which 
are crucial for GEO satellites, as well as intermittent channels, 
which are typical in LEO [18]. A DTN protocol will facilitate 
smooth interoperability and cost savings as satellite networks 
expand over the coming years, therefore diminishing the role 
of satellites as a major component of the Internet of the future 
[19]. In this field, some open research topics include network 
modelling, routing, and congestion.

4.4 Open Problem Four: Flying Base Stations
The power budget analysis is also a critical factor that should be 
considered [20].

4.5 Open Problem Five: Advanced Satellite Resource 
Orchestration
Managing network slices in real-time and adapting to changing 
network conditions is a crucial challenge in the context of graph 
dynamics. To accommodate the needs of various users and 
applications, this entails optimizing network performance and 
dynamically allocating network resources. Creating effective 
online network-slice management algorithms and protocols that 
can handle the network's dynamic nature and guarantee smooth 
operation is an open research challenge [6].

4.6 Open Problem Six: Quantum Key Distribution (QKD)
Through Optical Satcom
Optical satellite communications (SatComs) have the potential to 
enable quantum key distribution (QKD) in the future, which can 
enhance the security of satellite communications. This highlights 
the need for further research into SatComs, specifically focusing 
on QKD scenarios, in addition to addressing the spectrum 
crunch [6].

4.7 Open Problem Seven: Machine Learning (ML) Applica-
tions
There are several ways in which ML techniques can be applied 
to enhance the functionality of satellite communication systems. 
Some promising applications include beam-hopping and resource 
scheduling in multibeam satellite systems with heterogeneous 
traffic demand per beam, adaptive beamforming to improve 
multibeam satellite performance, scheduling, and precoding to 
minimize interference in multibeam satellites, and spectrum 
event detection in spectrum monitoring applications. Another is 
adaptive carrier/power allocation for terrestrial hybrid satellite 
settings. These illustrations demonstrate how machine learning 
can be used to improve the overall performance of satellite 
communication systems [21, 22].

4.8 Open Problem Eight: Digital Twins (DTs) for Satellite 
Systems
Ensuring individual entity privacy and minimising information 
exploitation are critical challenges in data management, a crucial 
aspect of DT implementation. Digital twins and soon-to-be 
blockchain technology could be combined to help overcome 
this [23]. Accurately tracking, managing, and decommissioning 
nanosatellites to prevent risks to the earth or other satellites 
is another issue in digital twin-enabled nanosatellite systems 
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[24, 25]. Future issues will include managing space debris 
and pollution through the removal of malfunctioning or non-
functional satellites, along with regulating infrastructure 
provided by digital twins to prevent data misuse by terrorist 
groups, governments, or criminals.

4.9 Open Problem Nine: 
Is it feasible to prove that equations (27) using mathematical 
induction for all the remaining values, η=3,4,….?
This open problem is challenging!

4.10 Open Problem Ten: 
Having started the search to solve open problem nine, can we 
extend the solution to all positive real values of η? This open 
problem could be of higher complexity to challenge competent 
mathematicians.

4.11 Open Problem Eleven:
Is it analytically feasible to obtain the exact solutions of GDM’s 
GES (c.f., Eqns (29) and (30))? If the answer is no, then what can 
simulations offer to visualize the time- dependent trajectories of 
η and θ?

4.12 Open Problem Twelve:
Can we extend the proposed IG approach to reveal the missing 
links between the IG modelling of GDM and the theory of 
General Relativity? This missing link will be revealed if we 
manage to determine the Scalar, Gaussian, Einsteinian and Ricci 
Tensors for the Underlying GDM.

The goal of this work is to use rigorous IG approaches to 
analyze the GDM info-geometrically. To facilitate new and 
revolutionary analysis for a GDM performance, IG is suggested. 
There aren't many possible GD applications for SEOs. Phase II 
research entails investigating ways to significantly expand the 
study conducted in this work and move on with resolving the 
above-mentioned difficult open problems. In addition, additional 
research on additional possible GD applications to SatComs and 
much more [25].
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