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Abstract
The process adapted here delivers physiological readings and maps out the major components that make up the physiological 
system. The contribution of this component can also be determined on each of the parameters. The skin conductance response 
(SCR) has a major effect on the synchronous readings of the physiological metrics used. The paper investigates this default by 
developing a prototypical representation of integrated physiological readings with real-time analytics using a convergent dynamic 
control model as the inference engine. 

The major components that make up the physiological system and errors, are characterised by either their noisiness or systematic 
disturbance. The noisy error is based on the obvious pattern in each time interval and it is measured based on the mean root square 
error(MRSE). The SCR has a major effect on the synchronous readings of the physiological metrics used. The results obtained from 
test runs indicate that the Tonic phase of the physiological response signal is the skin conductance level (SCL) that represents the 
base level of the signal.

 The Phasic level is the component of the skin conductance response that reflects the direct response to the external stimulus, and 
this is set between 1-4secs after the stimulus onset at the baseline phase. There also exists the non-specific SCR known as the anom-
alies that appear post-stimuli; this represents the number of conductance responses that appear within and among subsequent 
physiological response readings. The originality of work is its ability to visualise multi-modal response signals in a single frame 
and detect optimal responses significant to a particular event-related protocol.
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Introduction
Very few studies have discussed the concept of the physiological 
system and its association with control dynamics and system engi-
neering. Khoo (2018a), Manor et al. (2010), Stevens et al. (2018), 
Fetanat et al. (2019a), Das et al. (2011), Krendel and McRu-
er (1968) featured applications to the physiological response of 
non-linear dynamics, parameter estimation, and an adaptive esti-
mation of the controls. The papers also illustrated key concepts and 
method that offers in-depth analysis of selected physiological con-
trol models that also highlights the topics in the paper presented. 
Appa and Argyris (1995), Babin (2021), Li and Liu (2012), Yang 
et al. (2014), Li and Todorov (2007), Lee and CHANG (1986), 
discusses the most noteworthy developments in system identifica-
tion, non-linear dynamical analysis, optimal control and targets in 
current bio-engineering advancements. These are designed to be a 

form of practical resources with some text as guided experiments 
on simulated models. 

The physiological control systems also focus on a common con-
trol and its principles that are used to characterize a broad variety 
of the physiological mechanism of the system. It explores both 
identical and non-linear and time-varying systems that provide the 
background for understanding the link between continuous-time 
and discrete-time dynamic models. This paper explores the infer-
ence dynamic control of the physiological system with a conver-
gence higher-order dynamic system to a first-order system:

Where x” is the input physiological metrics due to second-order 
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 x¨ = f(x,x,u˙) (1) 

Where x” is the input physiological metrics due to second-order changes in reaction to a stimulus x’ 

is the first-order change while u is the additional environmental constraint. This relates to state 

control acceleration of the state: 

 x¨ = (d2x)/(dt2) (2) 

where the stacked change or resultant output in the state can be defined as: 
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changes in reaction to a stimulus x’ is the first-order change while 
u is the additional environmental constraint. This relates to state 
control acceleration of the state:

where the stacked change or resultant output in the state can be 
defined as:

with a first-order form given as y’= g(y,u). The research objective 
is set in such a way as to determine the resultant effect:
y(t) for t >0 subject to environmental constraint u(t) = g((x),t) and 
latency
x(0) = x0

Where g((x),t) = d(x,u(x,t)) is the time-varying dynamic function 
of the second-order differential equation. This process is modelled 
and simulated based on time interval t. The main purpose of the 
convergence dynamics is to determine how the response time and 
reaction act on the mechanism, the purpose of the control is to 
determine the system’s possible response to errors and anomalies. 
Studies by Smet et al. (1990), Sarkar et al. (1994), Hu et al. (2003) 
and Koren (1985) have shown the positions of mechanical systems 
in robotics and how to generate continuous paths. 

The main factor, is that executing these paths requires more con-
scious thought and more carefully designed physics for the me-
chanical systems and their mechanisms. The strongest response 
in a person can change instantaneously with time in the external 
environment. It is through the use of the control that mechanical 
systems like the robot move to a positive position with sub-milli-
metre accuracy, this is a means for understanding the locomotion 
and reflexes in the biological sensorimotor system. 

These techniques can also be applied to human physiological re-
sponse systems. Also, both dynamics and control have deep fields 
and can be studied in the present and in the future. However, there 
are significant changes in classical approaches which now rely 
heavily on mathematical models and analysis rather than computa-
tion as the key tool. Studies done by Monostori et al. (2016), Kim 
et al. (2012), Horv´ath et al. (2017), Lee et al. (2015), Franklin et 
al. (1998), have shown the basic concepts that change continu-
ously over time in a physical system with xϵRn being the defining 
quantity of the state of the system, the control input can be defined 
as uϵRm , where m is the number of independent chosen param-
eters or components. The six joint controls of the robot system 
are considered as x = (q,v)ϵR12 and the control variables are set 
as u = (vd1,...,vd0) where vdi indicates the desired flexibility of the 
response in the robot, and  i is the joints that make up the robot. 
These are a few examples of the application of dynamic control 
systems to biological processes. The main purpose of the control 
is to take charge of deviations from the idealised state process state 

and signal transmission besides handling the differential constraint 
of the convergence dynamic function. Some problems are foreseen 
during this period such as noise, bias, errors or uncertainty and 
disturbances. The robot reflex could fail to respond to a stimulus or 
reach an unrecoverable state of awareness. A robust controller can 
then be designed to produce high-quality behavioural deviations 
that recognise errors in a tightly controlled experimental condition.

Literature Review
Recent studies by Kotas and Medzhitov (2015), Nanney (1958), 
Schweppe et al. (1980), Shadel and Horvath (2015), Pickles et al. 
(2018), covered the control mechanisms that provide the basis for 
the maintenance of homeostasis at every level of organisation in 
the hierarchy of living or biological systems (Figure 1). These are 
the working knowledge of the given biological system which is 
mostly incomplete unless we arrive at some understanding of the 
regulatory processes that mostly contribute to the natural operation 
of the characteristics of the body functions. Liem et al. (2013), 
Chen and Stroup (1993), Mel˜ao and Pidd (2000), Ellis and Wainer 
(1994), Peuquet (1994), maintain that to attain an understanding of 
the body functions the conceptual model of the different interacting 
processes is involved which is required and sufficient for response 
parameterisation. Uchino et al. (1996), Stemmler (2004) state that 
to determine whether or not one model reflects the underlying re-
ality, one has to make the predictions with the model, the factors 
in play are often complex and dynamic and their behaviour may 
depend strongly on the numerical values of certain key parameters. 
In such a case, the rigorousness provides a quantitative approach 
to indispensable constraints. Some of the most notable advances 
in the physiological processes over the past decades such as that 
applied in Uchino et al. (1996), Stemmler (2004), Stevens et al. 
(2018), Darrall (1989) have been made through the application of 
quantitative models. The physiological control models also have 
been critical either in both direct and indirect conditions for the 
development of different improved medical diagnostic techniques 
and also novel technological therapeutic innovations in current 
times. The study of the physiological control system is general-
ly incorporated as noted by Khoo (2018b), Fetanat et al. (2019b), 
Petrou et al. (2017), Enderle and Bronzino (2012), because of its 
importance and in one form or another into the study curriculum 
in schools under biomedical engineering. A lot of high-quality re-
search by Doyle et al. (2013), Benner et al. (1999), has topics pub-
lished over the years with a comprehensive text on the upper level 
of educational parastatals, such as the application of control theory 
to physiological systems with methods that employ convergence 
procedures.

The primary goals of most of the research areas by Bobtsov et al. 
(2011), Khoo (2018c), is to highlight the basics and techniques 
employed in the control theory, model identification, and system 
analysis and to give a precise biomedical engineering study to edu-
cational fields that would appreciate how the principles applied can 
be better understood in terms of the processes involved in physio-
logical response and regulations. The assumptions made in some 
studies by Glass and Mackey (1979), Mackey and Glass (1977), 
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Glass et al. (1988), Li (2015) on physiological control systems and 
analysis is the physiological applications of control engineering 
and its focus on the analysis of feedback regulation in contrast to 
the basic concepts and methods of the control theory to mathemat-
ics derivations and proofs. Points are also stated on the differences 
between technological and physiological control systems, and its 
introduction to the basic concepts of classical control theory of 
the physiological control systems. The study state analysis of the 
physiological closed loop systems which can be explored in a tra-
ditional term that relies on the graphical solution or in the form of a 
window-based dynamic control as in the case of this paper. This is 
a more modern approach that employs computer analytics to solve 
the problems of tonic, phasic and baseline estimates of physiolog-
ical response systems in terms of error recurrence.

Figure 1: An integrated physiological system of the body: Cour-
tesy: Google images.

Some studies Hunt et al. (1992), AlOmari et al. (2012) cover the 
topic of stability issue, which is of critical importance to the phys-
iological regulation of the body, with a range of techniques for 
assessing stability under different conditions in the assumption of 
linearity of the physical system. Few studies like Ijaz et al. (2020), 
Murray-Smith (1982), Zamek-Gliszczynski et al. (2013) have paid 
particular interest in the physiological control issues related to pa-
rameter identification, sensitivity to noise and input in the design. 
Other works by Vancouver (2005), Duarte-Galvan et al. (2012), 
Jagacinski and Flach (2018) studied the application of modern 
methods such as the control theory to physiological systems. The 
methods are based on the principle of optimisation and the adap-
tive control theory applied to regulated spontaneous fluctuations 

in the physiological signal. Some more common non-linear analy-
sis methods employ the investigation of the physiological system 
which recognizes space constraints to non-linear techniques and 
applications. This paper focuses mostly on the basic parameter 
components that make up physiological readings and one of its 
major contributions is the integration of the convergent dynamics 
to the multi-modal physiological readings (signals) and parameter 
estimates which can be applied in real-time. The proceeding sec-
tions discuss methods and results from the proposed model design 
(Figure 2 and 3).

Figure 2: Response signal serve as input to inference ordinary dif-
ferential equation engine.

Figure 3: Physiological metrics with computer components.

The Skin conductance response is the major marker for detecting 
the cognitive state of a person and this is used here based on its 
measurement of moisture content related to sweat on the surface 
of the skin due to cognitive workload.
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Figure. 3: Physiological metrics with computer components. 

The Skin conductance response is the major marker for detecting the cognitive state of a person and 

this is used here based on its measurement of moisture content related to sweat on the surface of the 

skin due to cognitive workload. 

 
Figure. 4: Mathematical differential equation task allocation to participants. 

 

Methods 

Errors are characterised by either their noisiness or systematic disturbance. The noisy error is based 

on the obvious pattern in each time interval and it is measured based on the mean root square error 

(MRSE). The error can be systematic in the fact that it does not obey a pattern. For control, these 

natural deviations usually fall under two types of fundamental groups, such as response uncertainty 

and emotional state uncertainty in a person. The disturbance is also a form of movement uncertainty 

that is caused by the state to which the movement is unexpected in a person such as distractions 
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Figure4: Mathematical differential equation task allocation to participants.

Methods
Errors are characterised by either their noisiness or systematic dis-
turbance. The noisy error is based on the obvious pattern in each 
time interval and it is measured based on the mean root square 
error (MRSE). The error can be systematic in the fact that it does 
not obey a pattern. For control, these natural deviations usually fall 
under two types of fundamental groups, such as response uncer-
tainty and emotional state uncertainty in a person. The disturbance 
is also a form of movement uncertainty that is caused by the state 
to which the movement is unexpected in a person such as distrac-
tions during an experimental study. Another form of this distur-
bance can be the nature of the room or room temperature which 
sometimes contributes to an increase in temperature in a normal 
body response. The major error that was tackled in the study is the 
measurement error, a state uncertainty that is due to the sensor’s 
noise which is observed incorrectly. This is critical for a closed-
loop controller in the measurement sensor and also the behaviour 
of the measure state. It can also be similar to modelling error or 
the parameter uncertainty that includes the convergent dynamic 
function, which differs from the human response. This is treated 
as state uncertainty in the response motion as is modelling as a 
disturbance to the convergent dynamics given as:

The response signal x’ is a set vector as input from a physiological 
response to a given set of tasks composed of an aggregate of re-
sponses from participants.

The Task
The allocated attention task in the experimental study was set as 
a given mathematical differential equation which the participants 
have to solve for four (4) minimum intervals and a relaxation task 
in form of the static webpage was served to reduce their cognitive 
responses every twenty (20) seconds. The adaptation task is set 
in the form of a relaxation period where each participant is given 
orientation about the mathematical differential equation task on 
how to solve each given problem set in front of them. The skin 
conductance response and skin temperature were recorded, while 
the pupillary response was recorded from the eye tracker hosting 

the external stimulus. A total of sixteen (16 mins) was used to ob-
tain the overall response signal. The participants (50 people) were 
selected from different parastatals regardless of gender and age 
differences. The rationale is to give a generalised viewpoint on 
response detection at the initial stage. They simply had to sign a 
consent form and agreement to take part in the study that uses a 
non-invasive biosensor SCR tool and a local webcam embedded 
in a labtop. The generated data is modelled in a convergent input 
setup in the form of a mathematical model.

Equation 9 is the given mathematical model that represents the 
input signal with the first derivative where ϵd(t)ϵEd is the error. Ed 
is the possible disturbance and probability function in the motor 
function. The state uncertainty can be modelled as the discrepancy 
between the estimated state dy/dx and the true state of the system 
x such that dy/dx = x + ϵx. The modelled error is then treated as the 
state uncertainty on a different dynamical system on an augmented 
state transmission. Given a response controller with one-dimen-
sional point mass, the unobservant true response m is due to the 
observed body response m which is usually due to response from 
the true value ϵm such that mb = m + ϵm. The augmented state vector 
(p,v,m)ϵR4, results in the convergent dynamics:

Where the modelling error is equal to the state uncertainty re-
sponse vector in the baseline response given as:

The difference between the response time interval of the conver-
gent dynamic system and the response trail is given as the response 
state space x(t) : [0,T] → Rn is the parametric response time inter-
val. The physiological response reading can be visualised within 
a window-based dynamic control system with different parameter 
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sec periods of each of the phase was used to determine the response to amplitude for the task for 

every participant. The aggregate response is used to represent the overall response to external 
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Figure 6: The changes in Tonic phase on both skin conductance (low tonic) and skin conductance level (high tonic).

There also exists the non-specific SCR known as the anomalies 
that appear post-stimuli; this represents the number of conduc-
tance responses that appears within a period. In this case, the pa-
rameters feature extract components from the SCR and anomalies 
interval at an adaptation time interval. This is calculated based on 
20secs overlapping time window frames for both stimulus onset 
and every recovery time interval respectively. The parameters of 
the tonic phase were computed based on every last 20-sec inter-
val; for the relaxation task, the first 20-sec period was selected 
to reflect a response to the stimulus, while for the mathematical 

differential equation task, the final 20-sec periods of each of the 
phase was used to determine the response to amplitude for the task 
for every participant. The aggregate response is used to represent 
the overall response to external stimuli.  

Figure 6 shows the window frame for the overall physiological 
response. The SCR (red line) is decomposed to Baseline (Cyan 
color) and represents the slow-varying optimal tonic phase of the 
skin conductance. The amplitude of the SCL is the standard deriv-
ative of the Skin conductance response and the slope of the SCL.
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SCL). The time to an increase in amplitude is the same as the latency and rise time. The sampling 

window is based on latency taken from the conductance response presented at the time of maximum 

baseline or optimal phasic change. The baseline response is obtained by using the Savistky Golay 

filter to smoothen the original SCR and this is done for each physiological response such as the skin 

temperature, pupil response and baseline response. The Tonic skin conductance is the average 

response from the SCR; these are measured as lower trace mark (Cyan color) as the Phasic level and 

used to determine when a set threshold of 0.03µs is passed for every event-related response 

identified in the automated dynamic control analysis. The push-menu buttons can be automatically 

activated to display the real-time analysis of the signal response of each parameter computed using 

the convergent dynamic control model. 
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Figure 7: The baseline of the skin conductance to the maximum SCL or optimal phasic level at the peak of the response.

The dashed blue line of Figure 7 shows the baseline of the skin 
conductance to the maximum SCL or optimal phasic level at the 
peak of the response. Sometimes external causation due to exper-
imental setup called artefacts in the data can affect SCL baseline, 
and the minimum baseline is estimated before the peak (minimum 
SCL) which is used as a baseline measurement for all physiolog-
ical responses. The latency is the time delay from the onset to the 
start of the SCR; this is the SCR that crosses the 0.03µs detected 
at the set threshold and is a typical representation of a 1-3 secs 
response interval. The rise time denotes the time from the SCR 
at the onset to the peak response (maximum SCL). The time to 
an increase in amplitude is the same as the latency and rise time. 
The sampling window is based on latency taken from the conduc-
tance response presented at the time of maximum baseline or op-
timal phasic change. The baseline response is obtained by using 
the Savistky Golay filter to smoothen the original SCR and this is 
done for each physiological response such as the skin temperature, 
pupil response and baseline response. The Tonic skin conductance 

is the average response from the SCR; these are measured as lower 
trace mark (Cyan color) as the Phasic level and used to determine 
when a set threshold of 0.03µs is passed for every event-related 
response identified in the automated dynamic control analysis. The 
push-menu buttons can be automatically activated to display the 
real-time analysis of the signal response of each parameter com-
puted using the convergent dynamic control model.

Each physiological metric indicates a contribution to the perfor-
mance of the dynamic control shown in Figure 9. Each of the data 
metric reliability is based on the error test computed from the win-
dow frame of (Figure 8), the standard error for each input signal 
for the model attributes is given as 2.10%, this exceeds the stan-
dard threshold for a typical physiological response signal. It can 
also the termed as feasible since behaviour data is usually difficult 
to predict. The application of standard biomedical tools has also 
contributed to the decrease in false positive cases in response de-
tection.

  

12 

 

frame of (Figure 8), the standard error for each input signal for the model attributes is given as 

2.10%, this exceeds the standard threshold for a typical physiological response signal. It can also the 

termed as feasible since behaviour data is usually difficult to predict. The application of standard 

biomedical tools has also contributed to the decrease in false positive cases in response detection. 

 
                        Figure. 8: Convergent dynamic transform of the model. 

 

 Figure 8: Convergent dynamic transform of the model.



  Volume 2 | Issue 2 | 95J Curr Trends Comp Sci Res, 2023

  

12 

 

frame of (Figure 8), the standard error for each input signal for the model attributes is given as 

2.10%, this exceeds the standard threshold for a typical physiological response signal. It can also the 

termed as feasible since behaviour data is usually difficult to predict. The application of standard 

biomedical tools has also contributed to the decrease in false positive cases in response detection. 

 
                        Figure. 8: Convergent dynamic transform of the model. 

 

Figure 9: Performance metrics for each physiological response served as input to the convergent dynamic control.

Conclusion
This paper seeks to investigate the trends in convergent dynamics 
in physiological response modelling in the form of a window-based 
robust control system. The concept of physiological phenomena 
and engineering control systems can be termed as being similar to 
each other in the sense that the physiological control explores the 
biological environment that also includes a person by providing 
a solution to the control, while the engineering control explores 
the software and hardware of a physical system. The biomedical 
application is more efficient and natural due to the involvement 
of control theory; the mechanism of the control system compris-
es components which are necessary for both maintenance and 
homeostasis in the living systems of a person. The negative and 
positive feedback control its mechanisms is used for maintaining 
its homeostasis. The major default is the ability to visualise its pro-
cess in a single frame for easy and real-time model optimisation. 
The paper investigates this default by developing a prototypical 
representation of integrated physiological readings with real-time 
analytics using a convergent dynamic control model as the infer-
ence engine. The process delivers physiological readings and maps 
out the major components that make up the physiological system. 
The contribution of this component can also be determined on 
each of the parameters. The SCR has a major effect on the synchro-
nous readings of the physiological metrics used. The future work 
would be to embed real-time analytics for online response detec-
tion with a multi-modal measuring biosensor both in mobile and 
desktop operating systems that would integrate real-time analytics 
to response detection. This would also include the pupil detection 
sensor that synchronises the effect of the external stimulus to other 
sensors used within a single frame.

Abbreviations
1. Mean Root Square Error (MRSE).
2. Skin Conductance Level (SCL)

3. Skin Conductance Response (SCR)

Acknowledgement
The authors would wish to acknowledge Nasarawa State Universi-
ty, Nigeria and the Sheffield Hallam University, United Kingdom 
for their support in this paper.

References
1. Khoo, M. C. (2018). Physiological control systems: analysis, 

simulation, and estimation. John Wiley & Sons. 
2. Manor, B., Costa, M. D., Hu, K., Newton, E., Starobinets, O., 

Kang, H. G., ... & Lipsitz, L. A. (2010). Physiological com-
plexity and system adaptability: evidence from postural con-
trol dynamics of older adults. Journal of Applied Physiology, 
109(6), 1786-1791. 

3. Stevens, M. C., Stephens, A., AlOmari, A. H. H., & Moscato, 
F. (2018). Physiological control. In Mechanical Circulatory 
and Respiratory Support (pp. 627-657). Academic Press. 

4. Fetanat, M., Stevens, M., Hayward, C., & Lovell, N. H. 
(2019). A physiological control system for an implantable 
heart pump that accommodates for interpatient and intrapa-
tient variations. IEEE Transactions on Biomedical Engineer-
ing, 67(4), 1167-1175.

5. Das, A., Gao, Z., Menon, P. P., Hardman, J. G., & Bates, D. 
G. (2011). A systems engineering approach to validation of 
a pulmonary physiology simulator for clinical applications. 
Journal of the Royal Society interface, 8(54), 44-55.

6. Krendel, E. S., & McRuer, D. T. (1968). Psychological and 
physiological skill development-A control engineering model. 
IFAC Proceedings Volumes, 2(4), 657-665.

7. Appa, K., & Argyris, J. (1995). Non-linear multidisciplinary 
design optimization using system identification and optimal 
control theory. Computer methods in applied mechanics and 
engineering, 128(3-4), 419-432. 

http://bmepedia.weebly.com/uploads/2/6/6/8/26683759/physiological-control-systems-analysis-simulation-and-estimation-ieee-press-series-on-biomedical-engineering.pdf
http://bmepedia.weebly.com/uploads/2/6/6/8/26683759/physiological-control-systems-analysis-simulation-and-estimation-ieee-press-series-on-biomedical-engineering.pdf
https://doi.org/10.1152/japplphysiol.00390.2010
https://doi.org/10.1152/japplphysiol.00390.2010
https://doi.org/10.1152/japplphysiol.00390.2010
https://doi.org/10.1152/japplphysiol.00390.2010
https://doi.org/10.1152/japplphysiol.00390.2010
https://doi.org/10.1016/B978-0-12-810491-0.00020-5
https://doi.org/10.1016/B978-0-12-810491-0.00020-5
https://doi.org/10.1016/B978-0-12-810491-0.00020-5
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1098/rsif.2010.0224
https://doi.org/10.1098/rsif.2010.0224
https://doi.org/10.1098/rsif.2010.0224
https://doi.org/10.1098/rsif.2010.0224
https://doi.org/10.1016/S1474-6670(17)68914-6
https://doi.org/10.1016/S1474-6670(17)68914-6
https://doi.org/10.1016/S1474-6670(17)68914-6
https://doi.org/10.1016/0045-7825(95)00899-3
https://doi.org/10.1016/0045-7825(95)00899-3
https://doi.org/10.1016/0045-7825(95)00899-3
https://doi.org/10.1016/0045-7825(95)00899-3


  Volume 2 | Issue 2 | 96J Curr Trends Comp Sci Res, 2023

8. Babin, A. (2021, February). Data-driven system identification 
and optimal control of an active rotor-bearing system. In IOP 
Conference Series: Materials Science and Engineering (Vol. 
1047, No. 1, p. 012053). IOP Publishing. 

9. Li, H., & Liu, D. (2012). Optimal control for discrete-time 
affine non-linear systems using general value iteration. IET 
Control Theory & Applications, 6(18), 2725-2736.

10. Yang, X., Liu, D., & Wei, Q. (2014). Online approximate op-
timal control for affine non‐linear systems with unknown in-
ternal dynamics using adaptive dynamic programming. IET 
Control Theory & Applications, 8(16), 1676-1688. 

11. Li, W., & Todorov, E. (2007). Iterative linearization methods 
for approximately optimal control and estimation of non-lin-
ear stochastic system. International Journal of Control, 80(9), 
1439-1453. 

12. Lee, T. T., & CHANG, Y. F. (1986). Analysis, parameter esti-
mation and optimal control of non-linear systems via gener-
al orthogonal polynomials. International Journal of Control, 
44(4), 1089-1102. 

13. de Smet, P. J., Rivin, E. I., Lou, Y., & Kegg, D. (1990). Robot 
Performance as Influenced by Mechanical System. CIRP an-
nals, 39(1), 383-386.

14. Sarkar, N., Yun, X., & Kumar, V. (1994). Control of mechan-
ical systems with rolling constraints: Application to dynamic 
control of mobile robots. The International Journal of Robot-
ics Research, 13(1), 55-69. 

15. Hu, H., Wang, Z., & Schaechter, D. B. (2003). Dynamics of 
controlled mechanical systems with delayed feedback. Appl. 
Mech. Rev., 56(3), B37-B37.

16.  Koren, Y., & Koren, Y. (1985). Robotics for engineers (Vol. 
168). New York: McGraw-Hill.

17. Monostori, L., Kádár, B., Bauernhansl, T., Kondoh, S., Ku-
mara, S., Reinhart, G., ... & Ueda, K. (2016). Cyber-physical 
systems in manufacturing. Cirp Annals, 65(2), 621-641. 

18. Kim, J., Lakshmanan, K., & Rajkumar, R. (2012, April). 
Rhythmic tasks: A new task model with continually varying 
periods for cyber-physical systems. In 2012 IEEE/ACM Third 
International Conference on Cyber-Physical Systems (pp. 55-
64). IEEE. 

19. Horváth, I., Rusák, Z., & Li, Y. (2017, August). Order beyond 
chaos: Introducing the notion of generation to characterize 
the continuously evolving implementations of cyber-physical 
systems. In International Design Engineering Technical Con-
ferences and Computers and Information in Engineering Con-
ference (Vol. 58110, p. V001T02A015). American Society of 
Mechanical Engineers.

20. Lee, J., Bagheri, B., & Kao, H. A. (2015). A cyber-physical 
systems architecture for industry 4.0-based manufacturing 
systems. Manufacturing letters, 3, 18-23.

21. Franklin, G. F., Powell, J. D., & Workman, M. L. (1998). Dig-
ital control of dynamic systems (Vol. 3). Reading, MA: Addi-
son-wesley. 

22. Kotas, M. E., & Medzhitov, R. (2015). Homeostasis, inflam-
mation, and disease susceptibility. Cell, 160(5), 816-827. 

23. Nanney, D. L. (1958). Epigenetic control systems. Proceed-

ings of the National Academy of Sciences, 44(7), 712-717. 
24. Schweppe, F. C., Tabors, R. D., Kirtley, J. L., Outhred, H. R., 

Pickel, F. H., & Cox, A. J. (1980). Homeostatic utility con-
trol. IEEE Transactions on Power Apparatus and Systems, (3), 
1151-1163. 

25. Shadel, G. S., & Horvath, T. L. (2015). Mitochondrial ROS 
signaling in organismal homeostasis. Cell, 163(3), 560-569. 

26. Pickles, S., Vigié, P., & Youle, R. J. (2018). Mitophagy and 
quality control mechanisms in mitochondrial maintenance. 
Current Biology, 28(4), R170-R185. 

27. Liem, J. (2013). Supporting conceptual modelling of dynamic 
systems: A knowledge engineering perspective on qualitative 
reasoning. Universiteit van Amsterdam [Host]. 

28. Chen, D., & Stroup, W. (1993). General system theory: To-
ward a conceptual framework for science and technology ed-
ucation for all. Journal of Science Education and Technology, 
2, 447-459. 

29. Melão, N., & Pidd, M. (2000). A conceptual framework for 
understanding business processes and business process mod-
elling. Information systems journal, 10(2), 105-129. 

30. Ellis, C., & Wainer, J. (1994, October). A conceptual model of 
groupware. In Proceedings of the 1994 ACM conference on 
Computer supported cooperative work (pp. 79-88). 

31. Peuquet, D. J. (1994). It's about time: A conceptual framework 
for the representation of temporal dynamics in geographic in-
formation systems. Annals of the Association of american Ge-
ographers, 84(3), 441-461. 

32. Uchino, B. N., Cacioppo, J. T., & Kiecolt-Glaser, J. K. (1996). 
The relationship between social support and physiological 
processes: a review with emphasis on underlying mechanisms 
and implications for health. Psychological bulletin, 119(3), 
488.

33. Stemmler, G. (2004). Physiological processes during emotion. 
In The regulation of emotion (pp. 48-85). Psychology Press. 

34. Darrall, N. M. (1989). The effect of air pollutants on physio-
logical processes in plants. Plant, Cell & Environment, 12(1), 
1-30. 

35. Khoo, M. C. (2018). Physiological control systems: analysis, 
simulation, and estimation. John Wiley & Sons.

36. Fetanat, M., Stevens, M., Hayward, C., & Lovell, N. H. 
(2019). A physiological control system for an implantable 
heart pump that accommodates for interpatient and intrapa-
tient variations. IEEE Transactions on Biomedical Engineer-
ing, 67(4), 1167-1175. 

37. Petrou, A., Monn, M., Meboldt, M., & Schmid Daners, M. 
(2017). A novel multi-objective physiological control system 
for rotary left ventricular assist devices. Annals of biomedical 
engineering, 45, 2899-2910. 

38. Enderle, J., & Bronzino, J. (Eds.). (2012). Introduction to bio-
medical engineering. Academic press. 

39. Doyle, J. C., Francis, B. A., & Tannenbaum, A. R. (2013). 
Feedback control theory. Courier Corporation. 

40. Benner, P., Mehrmann, V., Sima, V., Van Huffel, S., & Varga, 
A. (1999). SLICOT—a subroutine library in systems and con-
trol theory. 

http://dx.doi.org/10.1088/1757-899X/1047/1/012053
http://dx.doi.org/10.1088/1757-899X/1047/1/012053
http://dx.doi.org/10.1088/1757-899X/1047/1/012053
http://dx.doi.org/10.1088/1757-899X/1047/1/012053
https://doi.org/10.1049/iet-cta.2011.0783
https://doi.org/10.1049/iet-cta.2011.0783
https://doi.org/10.1049/iet-cta.2011.0783
https://doi.org/10.1049/iet-cta.2014.0186
https://doi.org/10.1049/iet-cta.2014.0186
https://doi.org/10.1049/iet-cta.2014.0186
https://doi.org/10.1049/iet-cta.2014.0186
https://doi.org/10.1080/00207170701364913
https://doi.org/10.1080/00207170701364913
https://doi.org/10.1080/00207170701364913
https://doi.org/10.1080/00207170701364913
https://doi.org/10.1080/00207178608933652
https://doi.org/10.1080/00207178608933652
https://doi.org/10.1080/00207178608933652
https://doi.org/10.1080/00207178608933652
https://doi.org/10.1016/S0007-8506(07)61078-6
https://doi.org/10.1016/S0007-8506(07)61078-6
https://doi.org/10.1016/S0007-8506(07)61078-6
https://doi.org/10.1177/027836499401300104
https://doi.org/10.1177/027836499401300104
https://doi.org/10.1177/027836499401300104
https://doi.org/10.1177/027836499401300104
https://doi.org/10.1115/1.1566396
https://doi.org/10.1115/1.1566396
https://doi.org/10.1115/1.1566396
http://ykoren.engin.umich.edu/wp-content/uploads/sites/122/2014/06/16._robotics_for_engineers_new.pdf
http://ykoren.engin.umich.edu/wp-content/uploads/sites/122/2014/06/16._robotics_for_engineers_new.pdf
https://doi.org/10.1016/j.cirp.2016.06.005
https://doi.org/10.1016/j.cirp.2016.06.005
https://doi.org/10.1016/j.cirp.2016.06.005
https://doi.org/10.1109/ICCPS.2012.14
https://doi.org/10.1109/ICCPS.2012.14
https://doi.org/10.1109/ICCPS.2012.14
https://doi.org/10.1109/ICCPS.2012.14
https://doi.org/10.1109/ICCPS.2012.14
https://doi.org/10.1115/DETC2017-67082
https://doi.org/10.1115/DETC2017-67082
https://doi.org/10.1115/DETC2017-67082
https://doi.org/10.1115/DETC2017-67082
https://doi.org/10.1115/DETC2017-67082
https://doi.org/10.1115/DETC2017-67082
https://doi.org/10.1115/DETC2017-67082
https://doi.org/10.1016/j.mfglet.2014.12.001
https://doi.org/10.1016/j.mfglet.2014.12.001
https://doi.org/10.1016/j.mfglet.2014.12.001
https://search.iczhiku.com/paper/6S7ZJ7u155ioZn3V.pdf
https://search.iczhiku.com/paper/6S7ZJ7u155ioZn3V.pdf
https://search.iczhiku.com/paper/6S7ZJ7u155ioZn3V.pdf
https://doi.org/10.1016/j.cell.2015.02.010
https://doi.org/10.1016/j.cell.2015.02.010
https://doi.org/10.1073/pnas.44.7.712
https://doi.org/10.1073/pnas.44.7.712
https://doi.org/10.1109/TPAS.1980.319745
https://doi.org/10.1109/TPAS.1980.319745
https://doi.org/10.1109/TPAS.1980.319745
https://doi.org/10.1109/TPAS.1980.319745
https://doi.org/10.1016/j.cell.2015.10.001
https://doi.org/10.1016/j.cell.2015.10.001
https://doi.org/10.1016/j.cub.2018.01.004
https://doi.org/10.1016/j.cub.2018.01.004
https://doi.org/10.1016/j.cub.2018.01.004
https://pure.uva.nl/ws/files/1760506/131532_thesis.pdf
https://pure.uva.nl/ws/files/1760506/131532_thesis.pdf
https://pure.uva.nl/ws/files/1760506/131532_thesis.pdf
http://dx.doi.org/10.1007/BF00694427
http://dx.doi.org/10.1007/BF00694427
http://dx.doi.org/10.1007/BF00694427
http://dx.doi.org/10.1007/BF00694427
https://doi.org/10.1046/j.1365-2575.2000.00075.x
https://doi.org/10.1046/j.1365-2575.2000.00075.x
https://doi.org/10.1046/j.1365-2575.2000.00075.x
https://doi.org/10.1145/192844.192878
https://doi.org/10.1145/192844.192878
https://doi.org/10.1145/192844.192878
https://doi.org/10.1111/j.1467-8306.1994.tb01869.x
https://doi.org/10.1111/j.1467-8306.1994.tb01869.x
https://doi.org/10.1111/j.1467-8306.1994.tb01869.x
https://doi.org/10.1111/j.1467-8306.1994.tb01869.x
https://psycnet.apa.org/doi/10.1037/0033-2909.119.3.488
https://psycnet.apa.org/doi/10.1037/0033-2909.119.3.488
https://psycnet.apa.org/doi/10.1037/0033-2909.119.3.488
https://psycnet.apa.org/doi/10.1037/0033-2909.119.3.488
https://psycnet.apa.org/doi/10.1037/0033-2909.119.3.488
http://dx.doi.org/10.4324/9781410610898
http://dx.doi.org/10.4324/9781410610898
https://doi.org/10.1111/j.1365-3040.1989.tb01913.x
https://doi.org/10.1111/j.1365-3040.1989.tb01913.x
https://doi.org/10.1111/j.1365-3040.1989.tb01913.x
http://bmepedia.weebly.com/uploads/2/6/6/8/26683759/physiological-control-systems-analysis-simulation-and-estimation-ieee-press-series-on-biomedical-engineering.pdf
http://bmepedia.weebly.com/uploads/2/6/6/8/26683759/physiological-control-systems-analysis-simulation-and-estimation-ieee-press-series-on-biomedical-engineering.pdf
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1109/TBME.2019.2932233
https://doi.org/10.1007/s10439-017-1919-0
https://doi.org/10.1007/s10439-017-1919-0
https://doi.org/10.1007/s10439-017-1919-0
https://doi.org/10.1007/s10439-017-1919-0
https://doi.org/10.1016/C2009-0-19716-7
https://doi.org/10.1016/C2009-0-19716-7
https://www.control.utoronto.ca/people/profs/francis/dft.pdf
https://www.control.utoronto.ca/people/profs/francis/dft.pdf
https://doi.org/10.1016/S1474-6670(17)54249-4
https://doi.org/10.1016/S1474-6670(17)54249-4
https://doi.org/10.1016/S1474-6670(17)54249-4


  Volume 2 | Issue 2 | 97J Curr Trends Comp Sci Res, 2023

41. Bobtsov, A. A., Pyrkin, A. A., Kolyubin, S. A., Shavetov, S. 
V., Chepinskiy, S. A., Kapitanyuk, Y. A., ... & Surov, M. O. 
(2011). Using of lego mindstorms nxt technology for teaching 
of basics of adaptive control theory. IFAC Proceedings Vol-
umes, 44(1), 9818-9823. 

42. Khoo, M. C. (2018). Physiological control systems: analysis, 
simulation, and estimation. John Wiley & Sons.

43. Glass, L., & Mackey, M. C. (1979). Pathological conditions 
resulting from instabilities in physiological control systems. 
Annals of the New York Academy of Sciences, 316(1), 214-
235.

44. Mackey, M. C., & Glass, L. (1977). Oscillation and chaos in 
physiological control systems. Science, 197(4300), 287-289. 

45. Glass, L., Beuter, A., & Larocque, D. (1988). Time delays, os-
cillations, and chaos in physiological control systems. Mathe-
matical Biosciences, 90(1-2), 111-125. 

46. Li, L. (2015). Bifurcation and chaos in a discrete physiolog-
ical control system. Applied Mathematics and Computation, 
252, 397-404. 

47. Hunt, K. J., Sbarbaro, D., Żbikowski, R., & Gawthrop, P. J. 
(1992). Neural networks for control systems—a survey. Auto-
matica, 28(6), 1083-1112. 

48. AlOmari, A. H. H., Savkin, A. V., Stevens, M., Mason, D. G., 
Timms, D. L., Salamonsen, R. F., & Lovell, N. H. (2012). 
Developments in control systems for rotary left ventricular as-
sist devices for heart failure patients: a review. Physiological 

measurement, 34(1), R1. 
49. Ijaz, M., Li, G., Wang, H., El-Sherbeeny, A. M., Moro Aweli-

sah, Y., Lin, L., ... & Noor, A. (2020). Intelligent fog-enabled 
smart healthcare system for wearable physiological parameter 
detection. Electronics, 9(12), 2015. 

50. Murray-Smith, D. J. (1982). System identification and param-
eter estimation techniques in the modelling of physiological 
systems: a review. Computing in Medicine, 333-338.

51. Zamek‐Gliszczynski, M. J., Lee, C. A., Poirier, A., Bentz, J., 
Chu, X., Ellens, H., ... & International Transporter Consor-
tium. (2013). ITC recommendations for transporter kinetic 
parameter estimation and translational modeling of transport‐
mediated PK and DDIs in humans. Clinical Pharmacology & 
Therapeutics, 94(1), 64-79

52. Vancouver, J. B. (2005). The depth of history and explanation 
as benefit and bane for psychological control theories. Journal 
of Applied Psychology, 90(1), 38. 

53. Duarte-Galvan, C., Torres-Pacheco, I., Guevara-Gonzalez, R. 
G., Romero-Troncoso, R. J., Contreras-Medina, L. M., Ri-
os-Alcaraz, M. A., & Millan-Almaraz, J. R. (2012). Advantag-
es and disadvantages of control theories applied in greenhouse 
climate control systems. Spanish Journal of Agricultural Re-
search, 10(4), 926-938.

54. Jagacinski, R. J., & Flach, J. M. (2018). Control theory for 
humans: Quantitative approaches to modeling performance. 
CRC press.

Copyright: ©2023 Fatima Isiaka. This is an open-access article distributed 
under the terms of the Creative Commons Attribution License, which permits 
unrestricted use, distribution, and reproduction in any medium, provided the 
original author and source are credited.

https://opastpublishers.com/

https://doi.org/10.3182/20110828-6-IT-1002.02364
https://doi.org/10.3182/20110828-6-IT-1002.02364
https://doi.org/10.3182/20110828-6-IT-1002.02364
https://doi.org/10.3182/20110828-6-IT-1002.02364
https://doi.org/10.3182/20110828-6-IT-1002.02364
https://www.worldcat.org/title/1031706384
https://www.worldcat.org/title/1031706384
https://doi.org/10.1111/j.1749-6632.1979.tb29471.x
https://doi.org/10.1111/j.1749-6632.1979.tb29471.x
https://doi.org/10.1111/j.1749-6632.1979.tb29471.x
https://doi.org/10.1111/j.1749-6632.1979.tb29471.x
https://doi.org/10.1126/science.267326
https://doi.org/10.1126/science.267326
https://doi.org/10.1016/0025-5564(88)90060-0
https://doi.org/10.1016/0025-5564(88)90060-0
https://doi.org/10.1016/0025-5564(88)90060-0
https://doi.org/10.1016/j.amc.2014.11.107
https://doi.org/10.1016/j.amc.2014.11.107
https://doi.org/10.1016/j.amc.2014.11.107
https://doi.org/10.1016/0005-1098(92)90053-I
https://doi.org/10.1016/0005-1098(92)90053-I
https://doi.org/10.1016/0005-1098(92)90053-I
https://doi.org/10.1088/0967-3334/34/1/r1
https://doi.org/10.1088/0967-3334/34/1/r1
https://doi.org/10.1088/0967-3334/34/1/r1
https://doi.org/10.1088/0967-3334/34/1/r1
https://doi.org/10.1088/0967-3334/34/1/r1
https://doi.org/10.3390/electronics9122015
https://doi.org/10.3390/electronics9122015
https://doi.org/10.3390/electronics9122015
https://doi.org/10.3390/electronics9122015
https://www.semanticscholar.org/paper/System-Identification-and-Parameter-Estimation-in-A-Murray-Smith/8deb1242703bc6d2b1ef98ccebfc4de09b9d486f
https://www.semanticscholar.org/paper/System-Identification-and-Parameter-Estimation-in-A-Murray-Smith/8deb1242703bc6d2b1ef98ccebfc4de09b9d486f
https://www.semanticscholar.org/paper/System-Identification-and-Parameter-Estimation-in-A-Murray-Smith/8deb1242703bc6d2b1ef98ccebfc4de09b9d486f
https://doi.org/10.1038/clpt.2013.45
https://doi.org/10.1038/clpt.2013.45
https://doi.org/10.1038/clpt.2013.45
https://doi.org/10.1038/clpt.2013.45
https://doi.org/10.1038/clpt.2013.45
https://doi.org/10.1038/clpt.2013.45
https://doi.org/10.1037/0021-9010.90.1.38
https://doi.org/10.1037/0021-9010.90.1.38
https://doi.org/10.1037/0021-9010.90.1.38
http://dx.doi.org/10.5424/sjar/2012104-487-11
http://dx.doi.org/10.5424/sjar/2012104-487-11
http://dx.doi.org/10.5424/sjar/2012104-487-11
http://dx.doi.org/10.5424/sjar/2012104-487-11
http://dx.doi.org/10.5424/sjar/2012104-487-11
http://dx.doi.org/10.5424/sjar/2012104-487-11
http://dx.doi.org/10.1201/9781315144948
http://dx.doi.org/10.1201/9781315144948
http://dx.doi.org/10.1201/9781315144948
https://www.opastpublishers.com/

