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Abstract
A Twi-English parallel corpus is certainly an important resource for Machine Translation of Twi (ISO 639-3), a 
Low- Resource Language (LRL) which is mainly spoken in Ghana and Ivory Coast. Currently large-scale multi-
domain Twi- English parallel corpus is still unavailable partly due to the difficulties and the arduous efforts 
required in its design. A digital Twi lexicon curated purposely for linguistic research is also not available. In 
this paper, we present TWIENG – Twi English corpus, a large-scale multi-domain Twi-English parallel corpus 
and Twi lexicon, a digital Twi Dictionary. We discuss the data collection methodology, translation, alignment 
and compilation of the Twi-English parallel sentences and the technology we used to compile and host the 
corpus. Today’s parallel corpora are crawled from the web using web crawlers, the sentence pairs are processed, 
aligned, tokenized and compiled to create the corpus. We crawled English sentences from Ghanaian indigenous 
electronic news portals, Ghanaian Parliamentary Hansards, standard literature and also used crowdsourcing. 
The sentences are translated by professional translators and linguists, then aligned, tokenized and compiled. 
The corpus is curated using the sketch engine, a corpus manager and analysis software developed by Lexical 
Computing Limited. The corpus is manually evaluated by Twi professional linguists. The Corpus has 5,419 
parallel sentences which were curled from local news portals, Ghana Parliament Hansard, The New Testament 
of the Twi Bible and through crowdsourcing via social media sites.
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Introduction
Parallel Corpora which consist of text and their translation 
aligned side by side are undeniably the fundamental resources 
for Natural Language Processing (NLP), especially Machine 
Translation (MT) [2,12,16]. The world’s advanced Languages 
have numerous Parallel, bilingual and Monolingual Corpora 
which makes it easy to develop state-of-the art (SOTA) MT sys-
tems [5].

Africa is home to about 2144 distinct living languages out of 
the 7111 living languages of the world [31]. Among the numer-
ous African Languages, Yoruba, Swahili, Zulu and Igbo are the 
languages with a well-developed digital corpus [13,26,30]. The 
High Resourced Languages (HRLs) and some few African Lan-

guages have monolingual, bilingual and parallel corpora freely 
available online as open-source [33,34,37]. However, there are 
no standard corpora for Twi apart from the JW300 corpus which 
is ideologically skewed due to its maximal reliance on the Bible 
[2]. Twi rather has some standard literature like dictionaries, the 
Holy Bible, story books and published articles on aspects of the 
language freely available online and offline but it has no stan-
dard curated, annotated and POS tagged corpus. It is refreshing 
however, to note that some researchers like initiated a bold move 
to create a language dataset and resources for the Low Resource 
African Languages (LRALs) but the project has been stalled [8, 
29]. This perhaps is the reason why there is no much research 
into MT of Twi. Considering the fact that any MT model would 
need enormous data in the form of parallel corpora to train the 
model which is conspicuously missing for Twi.

The aim of this paper is to build a digital Twi-English parallel 
corpus of about 5k sentences including a Bible, parliamentary 
Hansard, medical, news and social media crowdsourced sub cor-
pora which are searchable, scalable and could also be used for 
Natural Language Processing, especially Machine Translation 
(MT).
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We used the Sketch Engine a corpus curation and analysis soft-
ware to build our corpus [18,20]. We took advantage of the One-
Click dictionary feature and API in Sketch engine to create a 
lexicon via Lexonomy a free dictionary curation software by 
Lexical computing1 [23].

The parallel corpus is intended to be used in NLP such as MT 
in order to give substantial support to computational linguistic 
research related to Twi. TWIENG would be open sourced which 
can be used freely by the MT research community. The corpus 
would be automatically and manually aligned.

Twi Language
Twi, which is also known as Akan kasa has about 18 million na-
tive speakers and about 45% of Ghanaian speak Twi as their first 
language. However, about 80% of Ghanaian speak Twi as their 
first and second language [28]. Around 41% of people in south-
ern Ivory Coast also speak Twi. Other countries, like Jamaica 
and Suriname, also have people who know and speak Twi. Twi 
is one of the dialects of the Akan kasa. Akuapem Twi, Ashanti or 
Asante Twi, Fantse (Mfante, Fante, Fanti) and Bono are the var-
ious dialects of Akan [11]. The research focuses on the Asante 
Twi but there is a high level of mutual intelligibility between the 
various dialects [56].

Twi is under the Kwa subdivision of the Niger-Congo group of 
the languages of Africa. Twi is a tonal language that involves 
high, mid and low tones. The meaning of each word changes 
when you change the tone of the syllables Twi can be written 
through a common script that was created by the Bureau of Gha-
na Languages [11]. It has 22 alphabets which consist of 7 vowels 
and 15 consonants.

The Twi Orthography
1 https://www.lexicalcomputing.com/

There are 22 alphabets of the Twi Language. (a, b, d, e, ɛ, f, g, h, 
i, k, l, m, n, o, ɔ, p, r, s, t, u, w, y) of which 7 are vowels (a, e, i, 
o, u, ɔ, ɛ) and the remaining 15 namely (b, d, f, g, h, k, l, m, n, p, 
r, s, t, w, y) are consonants[11,56].
C, J, V and Z are used, but only in loanwords. There are 7 vow-
els, 10 diphthongs and 15 consonants in Twi2.

Related Work
Machine Translation (MT) has achieved SOTA performance in 
recent years for a few High Resource Languages (HRLs) prob-
ably due to the readily availability of parallel corpora and effi-
cient machine translation models such as the Transformer Ar-
chitecture and its variants [11,14,15,17,24,27,32,36]. HRLs like 
English, French, Spanish etc. make up about only 2.5% of the 
world living languages [25]. These languages are highly studied, 
researched, funded and used for NLP especially MT primarily 
due to the availability of datasets and tools such as language 
corpora coupled with efficient NMT models [8,11,32,36]. For 
example, Opus and sketch engine [6,27] has a large database of 
parallel corpora for the HRLs but a handful for the LRLs like 
Twi.

Low Resource Languages (LRLs) on the contrary, can be im-

plied as less studied, resource scarce, less computerized, less fa-
vored, less commonly studied, or lower accessed [22,35]. These 
languages, lack sufficient parallel sentence pairs in order to ef-
fectively train the language models for machine translation. This 
is as a result of the difficulty in obtaining resources and funding 
for building tools and datasets for these LRLs [25].

A parallel corpus consists of text placed alongside its transla-
tion or translations. Parallel corpora are used to train MT mod-
els. There are several parallel corpora such as MIZAN: A Large 
Persian-English Parallel Corpus, a parallel Corpora for Indian 
Languages, Arabic-English Parallel Corpus, Bianet: A Parallel 
News Corpus in Turkish, Kurdish and English [3,4,16,31]. The 
JW300 parallel corpus which consists of about 300 langage pairs 
among others [2].

The Crubadan project attempted to build an Akan (Twi) parallel 
corpus by gathering 547,909 Twi words from 176 documents 
crawled from the web [44]. Facebook uses the Translate Face-
book App3 to crowdsource from various translators around the 
world to translate Facebook to their languages. They translate 
text ranging from Facebook features and words relating to the 
language under focus. This helps Facebook to build a corpus 
which would be used in building a translator for the language. 
These tells us that there are not many Twi words on the web that 
can be crawled for the purposes of MT. The LORELEI (Low Re-
source Languages for Emergent Incidents) program established 
by the Defense Advanced Research Projects Agency (DARPA) 
under the auspices of Linguistic Data Consortium (LDC) of the 
University of Pennsylvania was designed to pursue research 
and development of more effective language technology, while 
eliminating the current reliance on manually-translated, manu-
ally-transcribed, or manually-annotated corpora [13]. The LO-
RELEI program selected 32 representative languages and 12 in-
cident languages for the study out of the over 6600 LRLs of the 
world. These languages included Hausa, Yoruba, Twi, Wolof, 
Somali, Swahili and Zulu which are all African languages [13]. 
African based researchers have also taken the initiative to bring 
African LRLs into the limelight. Deep Learning Indaba4 is a re-
search group that aims at building machine learning tools for Af-
rican Languages. MASAKHANE5 group is a research effort for 
natural language processing targeting African languages [25].

 It is open source, spans across the African continent and distrib-
uted with online repository of various resources. MASAKHANE 
has developed 38 unique language pairs and 45 benchmarks6. 
However, we find it intriguing that there is no single language 
pair for the numerous Ghanaians.
2 https://www.omniglot.com/writing/akan.htm
3 https://www.facebook.com/translations
4 https://deeplearningindaba.com/2020/
5 https://www.masakhane.io/
6 https://github.com/masakhane-io/masakhane-mt/blob/master/
language_pairs.md
 
Languages apart from the JW300 English–Twi pairs which can 
be accessed from the Opus repository [2, 5]. The JW300 corpora 
are however religiously skewed and hence biased ideologically 
due to its reliance on the Bible Text [2]. Another Akan/Twi cor-
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pus worth noting is the Typecraft Akan corpus which has only 
1,906 phrases [9].

Objectives
To the best of our knowledge there is no readily available Twi 
parallel open-source general purpose heterogeneous corpus ever 
developed for the purposes of Natural Language Processing 
(NLP), especially Machine Translation (MT) that spans all genre 
of the Ghanaian Twi speaking society and culture. We therefore 
present;
1. TWIENG: A Twi-English parallel corpus as our contribution 
to Twi-English Machine Translation Research. The TWIENG 
Corpus, is a manually aligned corpus of 30k sentence pairs with 
1.5 million tokens which is freely available on sketch Engine 
and our GitHub repository7 for non-commercial use based on 
the CC BY-NC-SA 4.08 Licence.
2. Four sub corpora; namely TwiEng web sub corpus, TwiEng 
news sub corpus, TwiEng Ghana Parliamentary Hansard sub 
corpus, TwiEng New Testament Bible sub corpus and TwiEng 
crowdsourced social media sub corpus.
3. Twi-English Bilingual Lexicon; a parallel dictionary of Twi 
and English.
4. Analysis of various features of the TWIENG corpus which 
include; Word sketch, Parallel concordance, N-grams, and Word 
list.

Methodology
The aim of our paper is to create a novel Twi-English (TWIENG) 
parallel corpus using a multi-domain data source from online 
news portals, Twi literature, Ghanaian Parliamentary Hansard, 
Twi-English Bible, Social Media crowdsourcing etc. These 
sources are chosen because the contents cut across the Ghanaian 
culture and social life and are open sourced. We downloaded 
the news archives in English from the major digital news hubs, 
excerpts of the parliamentary Hansard were also crawled from 
the official Ghana Parliament website9, Twi articles were also 
downloaded together with the various literature. Apart from the 
Twi Medical Glossary and the Twi-English Bible which have 
already been translated, the rest of the text were only in English 
[38]. We therefore used the methodology suggested by [23,29] 
to create the TWIENG corpus.

Corpus Preparation
The parallel text required for building a modern digital parallel 
corpus are usually crawled from publicly available data online 
using web crawlers [25, 28]. Despite our thorough search for 
Twi-English parallel text online, our search could not gather 
enough text to build the large parallel corpus we intended. The 
lack of enough Twi-English parallel text on the web is as a result 
of the fact that, English is the lingua franca in Ghana and the 
official language used by Ghanaians for communication online. 
Twi is mainly used unofficially even though it is written and 
studied in schools. It was not feasible to crawl our parallel data 
from the web, even though we had a few of the Twi texts from 
the web, these texts were not aligned with English.

We therefore decided to use two main approaches to collect our 
data; 1. auto crawling of the few Twi-English parallel sentences 
we came across on the web and 2. manually gathering our own 
English sentences and translating them into Twi by professional 
translators based on standard literature, online digital media por-
tals, Twi text books and story books as
7 https://github.com/gkafram/TwEng-corpus
8 https://creativecommons.org/licenses/by-sa/4.0/
9 https://www.parliament.gh/docs?type=HS
 
alluded to and previously used by [23,33]. Crowdsourcing for 
Twi-English sentence pairs via social media was also used. A 
Google form was designed and the link shared among language 
enthusiast on social media and students studying Twi. Their re-
sponses were collected and analyzed and aligned using MS ex-
cel.
 
Parallel corpora are gathered from the web by crawling sen-
tence pairs. This is true for the HRLs, contrary many LRLs are 
deficient in this regard. Nevertheless, we still needed to crawl 
the monolingual data from the web. There are various tools for 
crawling data from the web, these include Spider Ling, which 
focus the crawling of the text rich parts of the web and maximize 
the number of words in the final corpus per megabyte down-
loaded [7, 49]. Beautiful Soup10- a Python package for parsing 
HTML and XML documents. It creates a parse tree for parsed 
pages which is then used to mine data from HTML, which is 
handy for web scraping. Web Scraper11 is a free to use Google 
chrome extension that is used to scrap web contents. These re-
sources were used to crawl the text from the web since they are 
free to use.

Majority of the texts were only in English. The obstacle there-
fore was that we could not get a pre-aligned Twi-English text 
pair. The onus therefore lied on us to translate the English text to 
Twi text and align them.

We crawled some free article from the web including Ghanaian 
parliamentary Hansard, Myjoyonline news archives, adomfmon-
line news archives, peacefmonline news archives, Ghanaweb 
news archives and Citinews news archives, books, dictionaries, 
TwiWiiki, Twi Medical Glossary, the Universal Declaration of 
Human rights as indicated in table 3 below [34, 52, 53]. The 
Twi-English New Testament Bible was also of immerse use due 
to its freely availability in pdf format which was downloaded 
from the JW website12. The Ghanaian parliamentary Hansard 
gave the corpus a heterogeneous character due to its focus on 
socio-cultural, educational and legal issues.
10 https://www.crummy.com/software/BeautifulSoup/
11 https://www.webscraper.io/
12 www.Jw.org

J Math Techniques Comput Math, 2022



     Volume 1 | Issue 1 | 51

Table 1: Overview of the sources of data for the TWIENG Corpus and number of sentence pairs.

Document Name Source No. of docs Sentence pairs
Twi Medical Glossary [34] 1 420
Ghana Parliament Hansard [49] 10 200
Myjoyonline Archives [50] 10 155
Adomonline Archives [51] 10 250
Peacefmonline Archives [52] 10 140
Citinewsroom Archives [53] 10 250
Ghanaweb archives [51] 10 300
Daily Graphic Archives   [54] 10 358
English-Twi NT Bible [55] 1 1330
UDHR [52,53] 2 164
English-Twi Dictionary   [57] 1 385
Crowdsourced Twi-English sentence pairs [58] 1 1,325
Total 76 5,419

Text Crawling, Translation and Alignment
Raw text crawling: The raw text was extracted from HTML files 
from the various websites as indicated in table 1 above with 
the BeautifulSoup script that makes use of the HTML:Parser 
module. Spiderling and web scrapper were also used. Sentence 
Translation: The monolingual texts were translated into Twi by 
Professional Twi Translators. Ten Professional linguists and 
translators were tasked to do the translation and alignment. This 
was a humongous task due to the large number of sentences we 
were working with 1.3k Twi-English sentence pairs were crowd-
sourced via a google form, this added a lot of diversity to the 
corpus since these sentences covered various themes.

Sentence Alignment
A well-developed corpus is the one that has proper alignment 
of the HRLs and LRLs sentence pairs. The Twi sentences were 
manually aligned with the English sentences using a spreadsheet 
program, MS excel was the best choice due to its availability and 
cost free. The holy Bible was aligned at the verse level. For the 
documents downloaded from the web, they were aligned at the 
paragraph level. The TWIENG corpus consist of 5,419 sentence 
pairs and over 144k tokens.

Conceptual Framework of the Twieng Corpus
The data crawled from the web was prepared and fed into the 
Sketch Engine as shown in figure 3.1 below.

Figure 3.1: Conceptual framework of the TWIENG Corpus

J Math Techniques Comput Math, 2022
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Data Cleaning
The boilerplate removal tool, just text was implemented to re-
move any unwanted portions of the text, such as hyperlinks and 
menus, advertising, legal text, tabular data, icons, social media 
handles and any other types of text unsuitable for linguistic anal-
ysis so that they can be included in the corpus [17, 32, 41]. To 
clean the data, we removed all double white spaces and special 
characters apart from the accepted Twi orthographic characters. 
The articles titles, URLs, images, tables and hyperlinks were de-
leted from the crawled sentences.

Deduplication
Sketch engine has a build in tool that de-duplicate the whole cor-
pus content. Both perfect duplicates as well as near duplicates 
are removed so that only one instance of each text is maintained. 
We adjusted the parameters of the tool to our preference.

Tokenization, lemmatization and Tagging
The text was then tokenized using a tokenizer which is built 
into the Sketch engine. There is specific tokenizer for the sup-
ported languages and also a universal tokenizer for unsupported 
languages. The universal tokenizer only recognizes whitespace 
characters as token boundaries ignoring any language specific 
rules. The corpus was further lemmatized by assigning the base 
form to each word form. In future we expect to POS tag the 

TWIENG corpus.

Experimental Setup and Results
The corpus was designed based on the methodology by [25, 28]. 
The sketch engine, a corpus curation and analysis tools were 
used to create and host the TWIENG corpus.

Algorithm to Prepare the Twieng Corpus with Sketch Engine
The algorithm to prepare a text corpus with sketch engine is out-
lined below.

ALGORITHM: preparing text corpus with sketch engine.

1. Prepare the source data.
2. Prepare the corpus configuration file if required.
3. Prepare the sub corpus configuration file, if you need to 

compile a sub corpus.
4. Prepare or reuse a word sketch definition file if you require 

word sketches or thesaurus.
5. Compile (index) the corpus.
6. Verify corpus consistency, integrity and completeness.

Statistics of the Twieng Corpus
The TWIENG corpus statistics are shown in table 4 below.

Table 4: TWIENG Corpus Statistics and size.

Language Tokens Words Sentences
English 60,187 48,220 5,419
Twi 63,873 50,664 5,419
Total 124,060 98,884 10,838

The Twieng Lexicon
The OneClick dictionary feature in sketch Engine which is 
linked to Lexonomy  via an API is capable of generating a lexi-
con automatically for the HRLs but unfortunately for the LRLs 
like Twi, this is not fully possible because POS tag- set and other 
features have not been developed for Twi [35]. This is indicative 

in the table below. Nevertheless, we created the Twi-English lex-
icon using lexonomy even though we could not capture the total-
ity of the lemma in Twi for the constraint of time and inadequate 
resources and finance. The statistics of the TWIENG lexicon is 
indicated in the table below.

Table 5: TWIENG lexicon statistics.

Description English Twi
Words 4,903 5,748
Tags 60 37
Lempos 3,721 6239
PoS 9 9
Lemma 4,890 5600

Analysis of Features of the Twieng Corpus
The Twieng Corpus Word Sketch.
A word sketch is a single-page summary of collocational be-
haviour of a specific word, which is obtained statistically from 

the corpus data and structured according to grammatical patterns 
in which they occur [29]. Word sketch of the word ‘Jehovah is 
shown below.

J Math Techniques Comput Math, 2022
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Figure 4.4: Word sketch of the word Jehovah.

Concordance
The parallel concordance only works with parallel corpora 
which are aligned. The parallel concordance searches for words, 
phrases, tags, documents, text types or corpus structures in one 
language and displays the results together with aligned trans-
lated segments in another language. The translated segments 

usually contain the translation of the search word or phrase but 
the translation may not be included if the translator decided to 
use a different way of expressing the idea. The concordance can 
be sorted, filtered, counted and processed further to obtain the 
desired result [25,26].

Figure 4.5: Parallel concordance of the words Onyankopɔn and God

N-Grams
N-grams are also called multi-word expressions or MWEs. The 
N-gram tool produces frequency lists of sequences of tokens. 
The user has a choice of filtering options including regular ex-
pressions to specify in detail which n-grams should have their 

frequency generated. N-grams can be generated on any attri-
bute with word and lemma being the most frequently used ones 
[20,21]. Table 4.6 below reports 3,546 total frequencies of 3-4 
grams words.

J Math Techniques Comput Math, 2022
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Figure 4.6: 3-4 grams of the TWIENG parallel corpus, Twi.
Wordlist
The wordlist tool is used to generates frequency lists of vari-
ous kinds: nouns, verbs, adjectives and other parts of speech 
words beginning, ending, containing certain characters’ word 
forms, tags, lemmas and other attributes or a combination of the 

three options above. Three different frequency measures can be 
displayed in the wordlist: frequency, frequency per million and 
ARF [20,21]. The TWIENG corpus contains 4,932 unique items 
and total frequencies of 63,873.

Figure 4.7: TWIENG Corpus wordlist.

Keywords
Keywords and terms assistance us apprehend what the topic of 
the corpus is or how it differs from the reference corpus. By 
default, general language corpora are used as reference corpora 
to represent non-specialized language. Keywords are individual 

words (tokens) which appear more frequently in the focus cor-
pus than in the reference corpus. Terms on the other hand are 
multi-word expressions which appear more frequently in the fo-
cus corpus than in the reference corpus and, additionally, match 
the typical format of terminology in the language [20,21].

J Math Techniques Comput Math, 2022
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Figure 4.8: sample keywords of the TWIENG corpus.
Conclusion
In this paper, we presented TWIENG, a novel multi-domain 
Twi-English parallel corpus of 5,419 sentence pairs and 124,060 
tokens. Our corpus is novel for Twi, a low-resource Ghanaian 
language which is also spoken by a cross-section of the peo-
ple of Ivory Coast. Our corpus is bigger, better, tokenized, lem-
matized and precisely aligned and hence can stand the test of 
time when used in any MT task that may involve English and 
Twi. Our corpus has more quality, unbiased and cut across all 
spheres of life. The TWIENG corpus is open sourced and freely 
available on the sketch engine website. Finally, professional Twi 
linguists and translators volunteered to evaluate the corpus man-
ually. Not with standing the efforts we put into this work, Twi is 
an LRL with many untapped research opportunities. Therefore, 
a lot of research is needed to bring to light the aspects this paper 
could not cover.
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