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Abstract
This paper focuses on the impact that urban traffic has on the environment. The study characterizes the global effect of GHG 
emissions, including the ecologic evaluation and the characterization, normalization, and evaluation factor. The work makes 
a detailed survey of the different modes of driving and their influence on engine performance as one of the principal causes 
of gas emissions during the combustion process. The article analyzes six types of vehicles equipped with different engine 
configurations: diesel and gasoline, GLP and GNC, hybrid electric, and plug-in hybrid electric. Simulation of the driving mode 
under various operational conditions for every type of engine result in energy consumption, thus, in GHG emissions, carbon 
dioxide and monoxide, nitrogen oxides, and Sulphur dioxide. The study concludes that a reduction in vehicle speed, thus in 
the engine revolutions, has positive effects on engine combustion and gasses emissions, which is reduced by 27.5%. The study 
also concludes that the limitation in driving mode, avoiding sharp and sudden acceleration, may reduce up to 45% of GHG 
emissions. The changes applied in the driving mode improve the air quality in the urban environment, reducing the content of 
GHG from 39% to 61%.
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1. Introduction
Urban zones are the most sensitive to pollutant emissions because 
of the surface restriction and the concentrated population. Among 
the many factors that contribute to impoverish the air quality is the 
road traffic [1,2]. Public and private transportation use combustion 
engines to propel the vehicles with the only exception of pure 
electric vehicles (EVs) nevertheless, this last category represents 
a minimum percentage of the vehicle fleet [3,4]. The continuous 
increase of pollution level in populated cities leads the politicians 
to adopt regulations to reduce GHG emissions and improve the 
air quality; traffic restrictions and coercive measures are, among 
others, the most frequent decisions [5,6]. The elimination of 
combustion engines represents the definitive solution for the 
pollution problem; however, the economic impact of this decision 
slows down the implementation of this measure [7-9].

A less restrictive policy is the synthetic fuels use for combustion 
engines like the biodiesel; however, the use of biodiesel shows 
collateral damages or unexpected consequences, which may result 
in drawback effects on the environment [10-15]. Bio-gasoline is 
an alternative for GHG emissions reduction for vehicles equipped 
with gasoline combustion engines because of higher engine 

performance [16,17]. Bio-oil is a promising option to replace 
conventional fossil fuels to reduce gasses emissions [18,19]. 
Nevertheless, all the mentioned fuels suffer from gasses emissions 
to a greater or lesser extent, which, despite contributing to reducing 
greenhouse gas emissions, does not solve the problem in the long 
term [20-24].

In past decades, automotive industry proposes the use of hydrogen 
combustion engines (HCE) [25-27]. to which many people 
devoted specific studies and research [28-34]. The advantage of 
using hydrogen as fuel in combustion engines is the absence of 
GHG emissions, since the hydrogen combustion only produces 
water; however, the hydrogen suffers from a low energy density 
in gaseous form, what forces to liquefying it to increase the mass 
density, thus, the specific power this process, however, requires 
a low temperature to maintain hydrogen in liquid state, around 
-253º C, which represents a technological challenge, especially in 
mobile storage tanks [35-37].

We solve the technological problems derived from the liquid 
hydrogen use operating with its gaseous form; this solution, 
although technically more feasible, requires compressing the 
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hydrogen at high pressure, up to 700 bar, to get the appropriate 
mass density [38-40]. Compressed hydrogen tanks do not 
represent a technical problem but for security since hydrogen at 
high pressure may ignite or explode easier than at ambient pressure 
[41,42]. On the other hand, hydrogen tend to self-ignite or explode 
during discharge what makes its use hazardous and technically 
complicated [43,44].

Avoiding the use of hydrogen and considering that full electric 
vehicles still require some time for a complete implementation, 
we return to the question on reducing the GHG emissions in 
combustion engines. In this work we propose a novel solution, 
which is to limit the fuel consumption by adapting the driving mode 
to a more conservative way. The limitation of fuel consumption 
means a lower gasses emission level, contributing to maintaining 
or improving air quality, especially in contaminated urban zones.

1.1. Fuel Consumption Reduction
The most effective way to reduce fuel consumption is double, 
limiting the vehicle speed and reduce acceleration when necessary. 

Indeed, since fuel consumption depends on the required energy 
to propel the vehicle, and the power depends on the propelling 
force and average speed, we lower the energy demand by reducing 
both. On the other hand, propelling force depends, among other 
factors, on vehicle acceleration and speed; therefore, a limitation 
in both dynamic parameters, speed and acceleration, reduces the 
required force, thus the power and energy consumption. Because 
carbon emissions directly relate to fuel consumption, we reduce 
CO2 emissions by lowering fuel consumption.

Considering the many vehicles operating daily in urban 
areas, the carbon emissions due to road traffic represent a high 
environmental impact, especially in city downtown where traffic 
is more concentrated and air venting is more complicated. Since 
the urban route distances are currently short, a limitation in the 
average vehicle speed does not represent high impact on the route 
time. We use daily urban routes distance according to a reference 
statistical analysis (Figure 1) nevertheless, we expand the urban 
route distance to a maximum of 25 km to cover all the vehicle fleet 
running in daily urban routes [45].
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To extend the statistical analysis shown in figure 1 to the maximum percentage of 100%, we correlate the values to a third-degree poly-
nomial function, obtaining the following expressions:

Using the algorithms of equation 1, we obtain:

Therefore, we extend the daily route distance to 17 km. We use a 
distance interval of 2.5 km to avoid excessive data number. Figure 
2 shows the time increase as a function of the daily route distance 

and vehicle speed reduction for the various average vehicle speed.
We notice that the time reduction represents, in some cases, a sig-
nificant delay in the daily route duration, which may incline the 
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driver not to reduce the average speed; therefore, we must select 
the vehicle speed reduction according to an acceptable percentage 
of time increase regarding the daily urban route duration. Setting 

up a maximum increase of 25% in the daily route duration, suitable 
for many drivers [46-48]. we can determine the maximum vehicle 
speed reduction for every average vehicle speed (Figure 3).

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Time increase as a function of the vehicle speed reduction and daily urban 
route distance 

0.0

1.0

2.0

3.0

4.0

5.0

6.0

10 15 20 25 30

Vehicle speed reduction (km/h) 

Ti
m

e 
in

cr
ea

se
 (m

in
) 90 km/h 

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

8.0

10 15 20 25 30

Vehicle speed reduction (km/h) 

Ti
m

e 
in

cr
ea

se
 (m

in
) 

80 km/h 

0.0

2.0

4.0

6.0

8.0

10.0

12.0

10 15 20 25 30

Vehicle speed reduction (km/h) 

Ti
m

e 
in

cr
ea

se
 (m

in
) 

70 km/h 

0.0

2.0

4.0

6.0

8.0

10.0

12.0

14.0

16.0

18.0

10 15 20 25 30

Vehicle speed reduction (km/h) 

Ti
m

e 
in

cr
ea

se
 (m

in
) 

60 km/h 

0.0

2.0

4.0

6.0

8.0

10.0

12.0

14.0

16.0

18.0

10 12.5 15 17.5 20

Vehicle speed reduction (km/h) 

Ti
m

e 
in

cr
ea

se
 (m

in
) 

50 km/h 

Figure 2: Time Increase as a Function of the Vehicle Speed Reduction and Daily Urban Route Distance
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Figure 3. Maximum vehicle speed reduction for a maximum set up time enlargement 
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Figure 3: Maximum Vehicle Speed Reduction for a Maximum Set Up Time Enlargement

We notice that the maximum speed reduction represents a 20% of 
the vehicle speed average value when considering a time enlarge-
ment of 25%. We also realize that no speed reduction is applicable 
for vehicle speed 50 km/h and slower. The analysis of the simu-
lated study for time enlargement due to vehicle speed reduction 
shows that we can reduce car velocity by a 20% without signifi-
cant delay in the daily route duration, which implies reducing the 
carbon emissions and improving air quality in urban areas. For 
practical reasons we operate the average vehicle speed within a 
range of around 20% to classify the driving mode in three groups, 
sport, normal and eco mode, for high, medium and low car veloc-
ity between 70 and 90 km/h, 50 to 70 km/h and below 50 km/h, 
respectively.

On the other hand, the comparative analysis applies to three driv-

ing patterns: sport or aggressive, normal or moderate, and eco or 
conservative; the acceleration values corresponding to the three 
driving modes are set up at 3.5 m/s2, 2.5 m/s2 and 1.5 m/s2, re-
spectively.

1.2. Fundamentals
Driving consists of three dynamic processes, acceleration, con-
stant speed and deceleration, which may happen in flat, ramped or 
sloping terrain. Combining the three driving modes with the oro-
graphic configuration of the terrain produces nine different cases, 
with specific dynamic properties for each one.

Required energy to propel a vehicle derives from the classical 
equation of the Dynamics:
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Where F is the dynamic force, <v> the average vehicle speed, and 
top the event duration. The sub-index i accounts for the i-segment 
of the route.

In conventional vehicles equipped with Internal Combustion En-
gine, all the segments of the route use fossil fuel to propel the 
car; however, in hybrid (HEV) and plug-in hybrid electric vehicles 
(PHEV), only a fraction of the time the combustion engine oper-
ates while for the rest of the time the car runs on electric energy, 
which does not emit greenhouse gasses. On the other hand, electric 
vehicles equip an Energy Recovery System (ERS), which uses the 
loss of kinetic energy to generate electricity, reversing the electric 
engine and making it playing as electric generator. In case of full 
electric vehicles (EV), since they do not use a combustion engine 
at any time, all GHG emissions by ICE cars are avoided.

The electric engine time use in HEV and PHEV depends on the 
driving pattern, average vehicle speed and battery management 
system (BMS). BMS currently applies to charge process, but its 
application to battery discharge is critical for battery performance 
optimization. Indeed, the battery suffers from quick discharge if 
battery powers the vehicle during the acceleration process when 
the power demand increases, and its capacity lowers, thus reduc-
ing the discharge time and the battery autonomy [49].

Electric vehicles operate under different protocols depending on 
the configuration: mild hybrid (MHEV), hybrid (HEV) or plug-in 
hybrid (PHEV). In mild hybrid electric vehicles, the engine always 
powers the car, assisted by a powerful battery when accelerating; 
this operational mode limits the power demand and reduces the 
engine workload. In full hybrid electric vehicles (HEV), the car 
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runs on electric power over a short distance, with the battery taking 
over the ICE. Plug-in hybrid electric vehicles (PHEV) operate in a 
similar way to HEV [50].

An alternative protocol uses the battery to power the electric vehi-
cle at starting or low speed to accelerate the car; in acceleration or 
uphill road the electric and combustion engine operates in parallel 
to maximize power supply and minimize fossil fuel consumption. 
In constant speed mode the electric and combustion engine alter-

nates powering the vehicle, whichever is the most efficient. Final-
ly, in deceleration or road downhill, neither the combustion nor 
electric engine works since the regenerative braking activates and 
the electric engines reverses to generate electricity to charge the 
battery [51].

Electric vehicles recover energy during deceleration or braking; 
therefore, the net energy balance for electric cars is:
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The analysis of results from table 1 shows that, on average, plug-in hybrid vehicles use 
the electric mode 2.6 times longer than hybrid electric vehicles, considering all driving 
patterns and routes. Time factor ratio between PHEV and HEV varies from a minimum 

Fe is the time factor, which depends on the driving pattern and on 
the vehicle speed.

1.3. Time Factor
To determine the time factor, we use the database from previous 
developed experimental studies on different commercial hybrid 
and plug-in hybrid electric vehicles [52-55]. The studies analyze 
the electric mode operational time in hybrid and plug-in hybrid 
electric vehicles for different route types, urban, peripheral and 
intercity, and for variable driving conditions, vehicle speed and 
driving pattern.

The minimum covered distance for every type of route is 6500 
km, combining all driving conditions in the entire group of tests. 
Low speed is characteristic of urban routes; intermediate and high 
correspond to peripheral and intercity routes. Nevertheless, we de-
velop short tests for medium and high speed in urban routes. We 
also test the different driving patterns, high, medium and low ac-
celeration, corresponding to sport (aggressive), current (moderate) 
and eco (conservative) driving mode during each of the driving 
tests. To properly analyze the dependence of time factor on vehicle 
speed and acceleration, we devote different tests for every specific 
driving condition. Table 1 shows the results of the various studies.

     Table 1: Time Factor for HEV and PHEV in Urban Route [52-55].

We take the average vehicle speed for testing. The registered speed 
values are within a deviation range of 3-5 km/h due to the accuracy 
of the vehicle speedometer. We can apply individual time factor 
values in equation 5. The analysis of results from table 1 shows 
that, on average, plug-in hybrid vehicles use the electric mode 2.6 

times longer than hybrid electric vehicles, considering all driving 
patterns and routes. Time factor ratio between PHEV and HEV 
varies from a minimum of 1.684 for low speed, eco mode in urban 
route, to a maximum of 8.75 for high speed, sport mode in urban 
route.
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1.4.  Simulation
To evaluate the influence of the driving conditions on the carbon 
emissions, we run a simulation for the different vehicle type run-
ning in urban areas: combustion engine, diesel or gasoline, and 
electric cars, HEV, PHEV and EV. To avoid deviations due to the 

vehicle structure or road configuration, we consider a prototype 
with specific mass, aerodynamic coefficient, front area and tire 
contact zone so that we operate with common vehicle characteris-
tics. Table 2 shows the vehicle prototype characteristics.

of 1.684 for low speed, eco mode in urban route, to a maximum of 8.75 for high speed, 
sport mode in urban route. 
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simulation for the different vehicle type running in urban areas: combustion engine, 
diesel or gasoline, and electric cars, HEV, PHEV and EV. To avoid deviations due to 
the vehicle structure or road configuration, we consider a prototype with specific mass, 
aerodynamic coefficient, front area and tire contact zone so that we operate with 
common vehicle characteristics. Table 2 shows the vehicle prototype characteristics. 
 

Table 2. Characteristics of the vehicle prototype 
 

Parameter Unit  ICE HEV PHEV EV 
Vehicle weight kg m 1326 1421 1470 1644 

Front area  m2 Af 2.5 
Aerodynamic coefficient [56] --- Cx 0.29 

Rolling coefficient [57] --- μ 0.012 
Air density [58] kg/m3 ρ 1.225 

Transmission efficiency [59] --- ηt 0.93 --- 
ICE efficiency [60] --- ηeng 0.30 (diesel)/0.25(gasoline) --- 

Electric engine efficiency [61] --- ηel --- 0.94 
Recovery energy coefficient [62] --- Cr --- 0.30 --- --- 

Fuel combustion power [63] kJ/kg Qc 47700 --- 
Fuel density [64] kg/L ρf 0.680 --- 

 
The simulation applies to a set up road configuration with uphill, horizontal and 
downhill segments with vehicle submitted to different driving conditions, acceleration, 
constant speed and deceleration. The unique difference in vehicle performance is the 
recovery energy in EVs. 

 
We use a prototype road configuration defined in a previous work [65] consisting in 13 
segments distributed as follows: four horizontal, two uphill, two horizontal again, two 
downhill, and three horizontal anew. (Figure 4). The number inside the circle 
corresponds to the vehicle speed in km/h. 

 

 
 

Table 2: Characteristics of the Vehicle Prototype

The simulation applies to a set up road configuration with uphill, 
horizontal and downhill segments with vehicle submitted to differ-
ent driving conditions, acceleration, constant speed and decelera-
tion. The unique difference in vehicle performance is the recovery 
energy in EVs.

We use a prototype road configuration defined in a previous work 
consisting in 13 segments distributed as follows: four horizontal, 
two uphill, two horizontals again, two downhill, and three hori-
zontals anew [65]. (Figure 4). The number inside the circle corre-
sponds to the vehicle speed in km/h.

of 1.684 for low speed, eco mode in urban route, to a maximum of 8.75 for high speed, 
sport mode in urban route. 
 
SIMULATION 
 
To evaluate the influence of the driving conditions on the carbon emissions, we run a 
simulation for the different vehicle type running in urban areas: combustion engine, 
diesel or gasoline, and electric cars, HEV, PHEV and EV. To avoid deviations due to 
the vehicle structure or road configuration, we consider a prototype with specific mass, 
aerodynamic coefficient, front area and tire contact zone so that we operate with 
common vehicle characteristics. Table 2 shows the vehicle prototype characteristics. 
 

Table 2. Characteristics of the vehicle prototype 
 

Parameter Unit  ICE HEV PHEV EV 
Vehicle weight kg m 1326 1421 1470 1644 

Front area  m2 Af 2.5 
Aerodynamic coefficient [56] --- Cx 0.29 

Rolling coefficient [57] --- μ 0.012 
Air density [58] kg/m3 ρ 1.225 

Transmission efficiency [59] --- ηt 0.93 --- 
ICE efficiency [60] --- ηeng 0.30 (diesel)/0.25(gasoline) --- 

Electric engine efficiency [61] --- ηel --- 0.94 
Recovery energy coefficient [62] --- Cr --- 0.30 --- --- 

Fuel combustion power [63] kJ/kg Qc 47700 --- 
Fuel density [64] kg/L ρf 0.680 --- 

 
The simulation applies to a set up road configuration with uphill, horizontal and 
downhill segments with vehicle submitted to different driving conditions, acceleration, 
constant speed and deceleration. The unique difference in vehicle performance is the 
recovery energy in EVs. 

 
We use a prototype road configuration defined in a previous work [65] consisting in 13 
segments distributed as follows: four horizontal, two uphill, two horizontal again, two 
downhill, and three horizontal anew. (Figure 4). The number inside the circle 
corresponds to the vehicle speed in km/h. 

 

 
 Figure 4: Layout of the Prototype Urban Route

Since we use the vehicle speed average value for calculating the required power and the energy consumption, we consider that the veloc-
ity evolves linearly when the car accelerates or decelerates because the travelled distance for any segment is short. Applying Dynamic 
equations, we obtain (Table 3).
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energy consumption, we consider that the velocity evolves linearly when the car 
accelerates or decelerates because the travelled distance for any segment is short. 
 
Applying Dynamic equations, we obtain (Table 3). 
 

Table 3. Dynamic parameters of the prototype daily urban route 
 

 segment 

 
1 2 3 4 5 6 7 8 9 10 11 12 13 

<v> (km/h) 20 55 70 65 60 55 70 90 80 75 80 70 30 

a (m/s2) 1,23 2,12 0,00 -0,37 0,00 
-

0,42 1,17 0,00 
-

1,23 0,68 0,00 -0,51 
-

2,78 
d (km) 0,05 0,06 2,5 0,135 1,85 0,1 0,185 2,65 0,1 0,085 2,75 0,21 0,05 
t (min) 0,15 0,07 2,14 0,12 1,85 0,11 0,16 1,77 0,08 0,07 2,06 0,18 0,10 
v(i) (km/h) 40 70 70 60 60 50 90 90 70 80 80 60 0 
θ (º) 0 0 0 0 2,86 2,86 0 0 2,86 2,86 0 0 0 

 
Legend: <v>: average vehicle speed (m/s); a: Acceleration (m/s2); d: distance (m); t: 
time (min): θ: road tilt angle (º) 
 
To adapt vehicle speed to the classification of Table 1, we establish the following 
correspondence: slow from 0 to 50 km/h, medium from 50 to 70 km/h, and high from 
70 to 90 km/h, according to the statement in the analysis of time enlargement for 
vehicle speed reduction. 
 
 
CO2 emissions 
 
Carbon emissions proceeds from the fossil fuel combustion; CO2 rate depends on the 
fuel type, according to data presented in Table 3. To calculate the global carbon 
emissions, we apply the following expression: 
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2CO is the carbon emissions rate shown in Table 4. 
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Fuel type CO2 (kg/L) NOx (g/km) SO2 (g/km) 

Diesel 2.640 17.5 0.030 
Petrol 2.390 1.125 0.028 
LPG 1.660 1.000 0.035 
CNG 2.666 0.750 0.032 
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from 50 to 70 km/h, and high from 70 to 90 km/h, according to 
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reduction.
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Carbon emissions proceeds from the fossil fuel combustion; CO2 
rate depends on the fuel type, according to data presented in Table 
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              Table 4: Fuel Type GHG Emissions [66-70].

Using equations 4 and 5, and data from Table 2, we obtain the energy demand for ICE cars in standard units:
Using equations 4 and 5, and data from Table 2, we obtain the energy demand for ICE 
cars in standard units: 
 

27.406 /100ICE kWh km    (7) 
 
Now, applying the time factor to energy consumption rate for EVs (Table 5):  
 

Table 5. Energy consumption and energy saving in HEV, PHEV and EV for the 
prototype urban route 

 
Energy consumption (kWh/100 km) 

 Driving pattern 
Vehicle type Sport Normal Eco 

HEV 25.543 22.718 21.286 
PHEV 16.911 14.636 12.020 

EV 0.0 0.0 0.0 
Energy saving (%) 

 Driving pattern 
Vehicle type Sport Normal Eco 

HEV 6.8 17.1 22.3 
PHEV 38.3 46.6 56.1 

EV 100 100 100 
 
We notice that using HEV reduces the energy by 15.4% on average, while the reduction 
when using PHEV is 47%. Obviously, the reduction when using EV is 100%. If we 
analyze the driving pattern, the average reduction is 48.4%, 51.8% and 54.6% for the 
sport, normal and eco mode, respectively. 
 
To convert energy in fuel consumption, we use the fuel combustion power and the 
engine and transmission efficiency according to the expression: 
 

eng trQ


 
   (8) 

 
ξ is the energy demand, Q the fuel combustion power, and η the efficiency with sub-
indexes eng and tr for engine and transmission. 
 
We show standard average values for engine and transmission efficiency and fuel 
combustion power for EV and ICE cars in Table 6. 
 

Table 6. Engine and transmission efficiency and fuel combustion power for ICE cars 
and electric vehicles [71-73] 
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 Gasoline Diesel LPG CNG HEV PHEV EV 

ηeng 0.5 0.6 0.56 0.74 0.725 0.90 
ηtr 0.85-0.90 0.98 

Q (kWh/L) 9.690 10.129 7.200 7.947 9.690 n.a. 
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We notice that using HEV reduces the energy by 15.4% on aver-
age, while the reduction when using PHEV is 47%. Obviously, 
the reduction when using EV is 100%. If we analyze the driving 
pattern, the average reduction is 48.4%, 51.8% and 54.6% for the 
sport, normal and eco mode, respectively.

To convert energy in fuel consumption, we use the fuel combus-
tion power and the engine and transmission efficiency according 
to the expression:

Using equations 4 and 5, and data from Table 2, we obtain the energy demand for ICE 
cars in standard units: 
 

27.406 /100ICE kWh km    (7) 
 
Now, applying the time factor to energy consumption rate for EVs (Table 5):  
 

Table 5. Energy consumption and energy saving in HEV, PHEV and EV for the 
prototype urban route 

 
Energy consumption (kWh/100 km) 

 Driving pattern 
Vehicle type Sport Normal Eco 

HEV 25.543 22.718 21.286 
PHEV 16.911 14.636 12.020 

EV 0.0 0.0 0.0 
Energy saving (%) 

 Driving pattern 
Vehicle type Sport Normal Eco 

HEV 6.8 17.1 22.3 
PHEV 38.3 46.6 56.1 

EV 100 100 100 
 
We notice that using HEV reduces the energy by 15.4% on average, while the reduction 
when using PHEV is 47%. Obviously, the reduction when using EV is 100%. If we 
analyze the driving pattern, the average reduction is 48.4%, 51.8% and 54.6% for the 
sport, normal and eco mode, respectively. 
 
To convert energy in fuel consumption, we use the fuel combustion power and the 
engine and transmission efficiency according to the expression: 
 

eng trQ


 
   (8) 

 
ξ is the energy demand, Q the fuel combustion power, and η the efficiency with sub-
indexes eng and tr for engine and transmission. 
 
We show standard average values for engine and transmission efficiency and fuel 
combustion power for EV and ICE cars in Table 6. 
 

Table 6. Engine and transmission efficiency and fuel combustion power for ICE cars 
and electric vehicles [71-73] 

 
 ICE cars  Electric vehicles  
 Gasoline Diesel LPG CNG HEV PHEV EV 

ηeng 0.5 0.6 0.56 0.74 0.725 0.90 
ηtr 0.85-0.90 0.98 

Q (kWh/L) 9.690 10.129 7.200 7.947 9.690 n.a. 
 

Using equations 4 and 5, and data from Table 2, we obtain the energy demand for ICE 
cars in standard units: 
 

27.406 /100ICE kWh km    (7) 
 
Now, applying the time factor to energy consumption rate for EVs (Table 5):  
 

Table 5. Energy consumption and energy saving in HEV, PHEV and EV for the 
prototype urban route 

 
Energy consumption (kWh/100 km) 

 Driving pattern 
Vehicle type Sport Normal Eco 

HEV 25.543 22.718 21.286 
PHEV 16.911 14.636 12.020 

EV 0.0 0.0 0.0 
Energy saving (%) 

 Driving pattern 
Vehicle type Sport Normal Eco 

HEV 6.8 17.1 22.3 
PHEV 38.3 46.6 56.1 

EV 100 100 100 
 
We notice that using HEV reduces the energy by 15.4% on average, while the reduction 
when using PHEV is 47%. Obviously, the reduction when using EV is 100%. If we 
analyze the driving pattern, the average reduction is 48.4%, 51.8% and 54.6% for the 
sport, normal and eco mode, respectively. 
 
To convert energy in fuel consumption, we use the fuel combustion power and the 
engine and transmission efficiency according to the expression: 
 

eng trQ


 
   (8) 

 
ξ is the energy demand, Q the fuel combustion power, and η the efficiency with sub-
indexes eng and tr for engine and transmission. 
 
We show standard average values for engine and transmission efficiency and fuel 
combustion power for EV and ICE cars in Table 6. 
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 ICE cars  Electric vehicles  
 Gasoline Diesel LPG CNG HEV PHEV EV 

ηeng 0.5 0.6 0.56 0.74 0.725 0.90 
ηtr 0.85-0.90 0.98 

Q (kWh/L) 9.690 10.129 7.200 7.947 9.690 n.a. 
 

ξ is the energy demand, Q the fuel combustion power, and η the efficiency with sub-indexes end and tr for engine and transmission.

We show standard average values for engine and transmission efficiency and fuel combustion power for EV and ICE cars in Table 6.

Table 6: Engine and Transmission Efficiency and Fuel Combustion Power for Ice Cars and Electric Vehicles [71-73].

Transmission efficiency in electric vehicles corresponds to the me-
chanical transmission when using ICE; therefore, it matches the 
value for ICE cars. It is not applicable to full electric vehicles be-
cause they do not use conventional mechanical transmission.

We use the gasoline combustion power for HEV and PHEV since 
most hybrid and plug-hybrid electric vehicles use gasoline ICE. 
The same statement applies for the engine efficiency.

Using equation 6 and tables 5 and 6:

Transmission efficiency in electric vehicles corresponds to the mechanical transmission 
when using ICE; therefore, it matches the value for ICE cars. It is not applicable to full 
electric vehicles because they do not use conventional mechanical transmission. 
 
We use the gasoline combustion power for HEV and PHEV since most hybrid and plug-
hybrid electric vehicles use gasoline ICE. The same statement applies for the engine 
efficiency. 
 
Using equation 6 and tables 5 and 6: 
 

Table 7. Fuel consumption for ICE cars and electric vehicles 
 

 ICE cars  Electric vehicles  
 Gasoline Diesel LPG CNG HEV PHEV 

C (L/100km) 6.465 5.154 7.768 4.565 
4.155 (1) 
3.696 (2) 
3.463 (3) 

2.751 (1) 
2.381 (2) 
1.955 (3) 

 
(1) Sport driving mode; (2) normal driving mode; (3) eco driving mode 

 
Now, converting the fuel consumption to GHG emissions, we have (Figures 5 to 7): 
 

 
Figure 5. CO2 emissions by type of vehicle and driving mode 
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Table 7: Fuel Consumption for Ice Cars and Electric Vehicles

(1) Sport driving mode; (2) normal driving mode; (3) eco driving mode

Now, converting the fuel consumption to GHG emissions, we have (Figures 5 to 7):
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Transmission efficiency in electric vehicles corresponds to the mechanical transmission 
when using ICE; therefore, it matches the value for ICE cars. It is not applicable to full 
electric vehicles because they do not use conventional mechanical transmission. 
 
We use the gasoline combustion power for HEV and PHEV since most hybrid and plug-
hybrid electric vehicles use gasoline ICE. The same statement applies for the engine 
efficiency. 
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Now, converting the fuel consumption to GHG emissions, we have (Figures 5 to 7): 
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Figure 5: Co2 Emissions by Type of Vehicle and Driving Mode

 
Figure 6. NOx emissions by type of vehicle and driving mode 
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Figure 6: Nox Emissions by Type of Vehicle and Driving Mode
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Figure 7: So2 Emissions by Type of Vehicle and Driving Mode

The analysis of GHG emissions shows that electric vehicles 
drastically reduces the SO2 and NOx emissions and contribute to 
a reduction of more than 45% in CO2 emissions, on average, with 
a maximum of 53% for the eco driving mode and a minimum of 
39% for the sport mode.

1.6. Environmental Evaluation
Greenhouse gasses analyzed in this study increase the pollution 
level and contribute to the climatic change the individual ef-
fect, however, differs from one gas to another since the impact 
depends on several factors: global emissions, specific impact, and 
normalization and evaluation factor [74-76].

To harmonize the environmental impact of any specific green-
house gas, we should define a reference parameter like the GHG 
assessment framework, which is a standardized method for 
assessing the environmental aspects and potential impacts associ-

ated with all the intervening factor in the global effect of a GHG 
[77,78].

Impact assessment consists of four steps [79,80].
• Selecting the impact category
• Classification and LCI results assignment to the impact category
• Characterization: calculation of the category indicators
• Normalization: determination of the category indicator value 
regarding the reference information
• Grouping: sorting or ranking the indicators
• Weighing: assignment of the specific weigh or importance to the 
potential influence factors
• Global influence value

We can summarize all factors listed above in a simplified mathe-
matical expression as [81].
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E is the gas global emissions and fch. fN and fev are the characterization, normalization 
and evaluation factor, respectively. 
 
Since we already know the global emissions previously calculated, we should pay 
attention to the other three factors, which depend on the pollutant agent, the affected 
population and the collateral effects like biodiversity losses, increasing population death 
rate and others [82-95]. 
 
We classify GHG according to which environmental aspect influence global warming, 
eutrophication, acidification, ozone layer reduction, winter mist and smog creation, 
heavy metal deposition, damaging radiation, etc. In this sense, the GHG emissions 
studied in this paper mainly affects to the global warming (CO2 and NO2) [96-99] and 
acidification (SO2) [100-102]. 
 
From the point of view of global warming, we characterize carbon dioxide with a factor 
1 while the nitrox dioxide characterizes with index 270 [103]. The influence of Sulphur 
dioxide on the global warming is similar to the carbon dioxide, with a characterization 
factor of 2 [104]. 
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Since we already know the global emissions previously calculated, 
we should pay attention to the other three factors, which depend 
on the pollutant agent, the affected population and the collateral 
effects like biodiversity losses, increasing population death rate 
and others [82-95].

We classify GHG according to which environmental aspect influ-
ence global warming, eutrophication, acidification, ozone layer 
reduction, winter mist and smog creation, heavy metal deposition, 
damaging radiation, etc. In this sense, the GHG emissions studied 

in this paper mainly affects to the global warming (CO2 and NO2) 
and acidification (SO2) [96-102].

From the point of view of global warming, we characterize carbon 
dioxide with a factor 1 while the nitrox dioxide characterizes with 
index 270 [103]. The influence of Sulphur dioxide on the global 
warming is similar to the carbon dioxide, with a characterization 
factor of 2 [104].

The normalization factor depends on the equivalent amount per 
inhabitant, which expresses how much gas emissions correspond 
to a single person; mathematically:
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Therefore, using data from equations 11, 12, 13 and 15, the characterization factor and 
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We realize that carbon dioxide represents the most dangerous agent to the environment, 
with an ecological evaluation factor more than two hundred times higher than the nitrox 
oxide and almost 3500 times higher than the Sulphur dioxide. 
 
Combining these values with the simulation results in the present study, Figures 5, 6 
and 7, we obtain the global impact of the three GHG studied in this paper (Table 8). 
 

Table 8. Global environmental impact of CO2, NO2 and SO2 for the simulation case 
 

Engine type CO2 (x103) NO2 SO2 
Gasoline 28.572 0.951 1.484 
Diesel 25.161 14.800 1.590 
GLP 23.846 0.846 1.855 
GNC 22.508 0.634 1.696 
HEV 16.683 0.555 0.0009 

PHEV 10.441 0.348 0.0005 
EV 0 0 0 

 
Comparing values from table 8, we notice ICE cars produce a 50% more environmental 
impact than HEV and 140% more than PHEV regarding carbon dioxide, with the 
gasoline as the most influencing factor. We also notice there is not a great deviation 
between the impact values from different ICE engines. If we average the impact 
generated by internal combustion engines, the resulting value is 25022, with a 
maximum deviation of 14%. On the other hand, HEVs have a 60% greater impact than 
PHEV. 
 
If we deal with nitrox oxides, ICE cars produce 7.8 times more impact than HEVs and 
12.4 times more than PHEVs. In this case, diesel engines are responsible of most of the 
environmental impact, with an impact ratio of 18.3 regarding the average value of the 
others ICE engines. As in the carbon dioxide case, HEV has 60% greater impact than 
PHEV. 
 
The results from the analysis of the Sulphur dioxide impact has on the environment 
produce much higher differences between ICE cars and EVs; internal combustion 
engines generate almost 2000 times more impact than EVs, with similar values between 
the different engine types. The average impact value of ICE cars is 1.656, with a 
maximum deviation of 12%. The impact ratio of HEV to PHEV maintains in 60%. 
 
CONCLUSIONS 
 
We develop a study to determine the influence of electric vehicles on the environmental 
impact in urban areas compared to the internal combustion engine cars. The study 
analyzes the greenhouse gasses emissions of four type of conventional cars powered by 
gasoline, diesel, GLP and GNC, and three electric vehicle types: hybrid (HEV), plug-in 

We realize that carbon dioxide represents the most dangerous agent 
to the environment, with an ecological evaluation factor more than 
two hundred times higher than the nitrox oxide and almost 3500 
times higher than the Sulphur dioxide.

Combining these values with the simulation results in the present 
study, Figures 5, 6 and 7, we obtain the global impact of the three 
GHG studied in this paper (Table 8).



                          Volume 1 | Issue 1 | 12Curr Res Env Sci Eco Letters, 2024

15 4 4
2

9 3 4
2

9 3 4
2

(37.04 10 )(1)(2.1 10 )(2.38 10 ) 1849.26 ( )
(17 10 )(270)(8.3 10 )(2.22 10 ) 8.457 ( )
(105.4 10 )(2)(8.3 10 )(3.03 10 ) 0.530 ( )

x x x CO
x x x NO

x x x SO


 

 

 


 


  (16) 

 
We realize that carbon dioxide represents the most dangerous agent to the environment, 
with an ecological evaluation factor more than two hundred times higher than the nitrox 
oxide and almost 3500 times higher than the Sulphur dioxide. 
 
Combining these values with the simulation results in the present study, Figures 5, 6 
and 7, we obtain the global impact of the three GHG studied in this paper (Table 8). 
 

Table 8. Global environmental impact of CO2, NO2 and SO2 for the simulation case 
 

Engine type CO2 (x103) NO2 SO2 
Gasoline 28.572 0.951 1.484 
Diesel 25.161 14.800 1.590 
GLP 23.846 0.846 1.855 
GNC 22.508 0.634 1.696 
HEV 16.683 0.555 0.0009 

PHEV 10.441 0.348 0.0005 
EV 0 0 0 

 
Comparing values from table 8, we notice ICE cars produce a 50% more environmental 
impact than HEV and 140% more than PHEV regarding carbon dioxide, with the 
gasoline as the most influencing factor. We also notice there is not a great deviation 
between the impact values from different ICE engines. If we average the impact 
generated by internal combustion engines, the resulting value is 25022, with a 
maximum deviation of 14%. On the other hand, HEVs have a 60% greater impact than 
PHEV. 
 
If we deal with nitrox oxides, ICE cars produce 7.8 times more impact than HEVs and 
12.4 times more than PHEVs. In this case, diesel engines are responsible of most of the 
environmental impact, with an impact ratio of 18.3 regarding the average value of the 
others ICE engines. As in the carbon dioxide case, HEV has 60% greater impact than 
PHEV. 
 
The results from the analysis of the Sulphur dioxide impact has on the environment 
produce much higher differences between ICE cars and EVs; internal combustion 
engines generate almost 2000 times more impact than EVs, with similar values between 
the different engine types. The average impact value of ICE cars is 1.656, with a 
maximum deviation of 12%. The impact ratio of HEV to PHEV maintains in 60%. 
 
CONCLUSIONS 
 
We develop a study to determine the influence of electric vehicles on the environmental 
impact in urban areas compared to the internal combustion engine cars. The study 
analyzes the greenhouse gasses emissions of four type of conventional cars powered by 
gasoline, diesel, GLP and GNC, and three electric vehicle types: hybrid (HEV), plug-in 

Table 8: Global Environmental Impact of Co2, No2 and So2 for the Simulation Case

Comparing values from table 8, we notice ICE cars produce a 50% 
more environmental impact than HEV and 140% more than PHEV 
regarding carbon dioxide, with the gasoline as the most influencing 
factor. We also notice there is not a great deviation between the 
impact values from different ICE engines. If we average the impact 
generated by internal combustion engines, the resulting value is 
25022, with a maximum deviation of 14%. On the other hand, 
HEVs have a 60% greater impact than PHEV.

If we deal with nitrox oxides, ICE cars produce 7.8 times more 
impact than HEVs and 12.4 times more than PHEVs. In this 
case, diesel engines are responsible of most of the environmental 
impact, with an impact ratio of 18.3 regarding the average value 
of the others ICE engines. As in the carbon dioxide case, HEV has 
60% greater impact than PHEV.

The results from the analysis of the Sulphur dioxide impact has 
on the environment produce much higher differences between 
ICE cars and EVs; internal combustion engines generate almost 
2000 times more impact than EVs, with similar values between 
the different engine types. The average impact value of ICE cars 
is 1.656, with a maximum deviation of 12%. The impact ratio of 
HEV to PHEV maintains in 60%.

2. Conclusions
We develop a study to determine the influence of electric vehicles 
on the environmental impact in urban areas compared to the internal 
combustion engine cars. The study analyzes the greenhouse gasses 
emissions of four type of conventional cars powered by gasoline, 
diesel, GLP and GNC, and three electric vehicle types: hybrid 
(HEV), plug-in hybrid (PHEV) and full EV. The analysis results 
show that using electric vehicles improve air quality in urban areas 
due to significant GHG emissions reduction.

We apply dynamic conditions to a standard urban route that 
includes uphill, horizontal and downhill road segments where 
every segment characterizes by a vehicle speed and acceleration 
and a road tilt. The application of dynamic conditions results in a 
lower fossil fuel consumption in electric vehicles despite the higher 
weight because of the powering battery. The fuel consumption 

reduction redounds in a lowering of fossil fuel energy use, which 
depends on the driving pattern and type of electric vehicle; the 
energy saving varies from a minimum of 6.8% for sport driving 
mode in HEVs to a maximum of 56.1% for eco mode in PHEVs. 
Full electric vehicles (EVs) contribute to save 100% fossil fuel 
energy.
The use of electric vehicles significantly lowers the greenhouse 
emissions, with an average reduction of more than 45% of carbon 
dioxide emissions and drastic reduction of NOx and SO2, with a 
lowering factor of 89.5% and 95.7%, on average, for these two 
gasses. GHG emissions lowering also depends on the electric 
vehicle type and driving pattern, with the EV as the environment 
friendliest car. HEV and PHEV are also more respectful with urban 
environment, with carbon dioxide reduction rate of 39% and 53%, 
and NOx and SO2 lowering rate of 88.2% and 95.2% for the HEV, 
and 90.7% and 96.2% for the PHEV.

Regarding the environmental impact, especially in urban areas, 
driving pattern is the most influencing factor; limiting vehicle 
speed and acceleration reduces GHG emissions significantly. 
Acceleration greatly influences the reduction of GHG emissions 
more than vehicle sped. Traffic regulations to this goal improve the 
air quality and reduce greenhouse emissions. A feasible solution to 
apply these measurements is the car control system implementation 
that regulates the vehicle acceleration and velocity in urban zones

An environmental impact analysis of the different type of internal 
combustion engines and electric vehicles results in a higher value 
for ICE cars regarding EVs. ICE cars are 50% more environmental 
impact than HEV and 140% more than PHEV regarding carbon 
dioxide, 7.8 times more impact than HEV and 12.4 times more 
than PHEV if we deal with nitrox oxides, and near 2000 times 
more for Sulphur dioxide.

Environmental impact of ICE cars is similar for CO2 and SO2; 
however, for nitrox oxides the diesel engines produces 18.3 times 
more impact than other ICE cars. Hybrid electric vehicles show a 
constant ratio of 60% higher impact than plug-in hybrid vehicles. 
Full electric vehicle does not produce environmental impact as far 
as its operational mode.
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