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1. Introduction
Here it is supposed to use a symbiosis of parallel actions and 
conventional calculations through sequential actions. This must be 
done through Sit-Networks [1] in one of the central departments 
of which a conventional computer system is located. The parallel 
processor is itself eprogram [1] with direct parallel computing not 
through serial computing.

Using conventional coding by a computer system, through 
a Target-block with a Sit -program operator           it will 
be possible to obtain the execution of a parallel action A with the 
desired target weight f. Each code for a neural network from a 
conventional computer we "bind" (match) to the corresponding 
value of current (or voltage). For Sit-coding and Sit-translation 
may be use alternating current of ultrahigh frequency or high-
intensity ultra-short optical pulses laser of Nobel laureates 2018 
year Gerard Mourou, Donna Strickland, or a combination of 
them. For the desired action, for example, using the direct parallel 
program of operator            we simultaneously enter the 
desired set of codes Q using a microwave current or high-intensity 
ultra-short optical pulses laser in Target-block.

In a conventional computer, the process of sequential calculation 
takes a certain time interval, in a directly parallel calculation by a 
neural network, the calculation is instantaneous, but it occupies a 
certain region of the space of calculation objects.

2. Consider the Types of Direct Parallel Program Operators
• Sit-program operators
• tS-program operators
• S1e - program operators
• Set1- program operators

2.1 Here are Some of the Sit-Program Operators
• Simultaneous assignment of the expressions {p}=(p1,p2 ,...,pn) 

to the variables {а}=(а1,а2,...,аn). Implemented through 

• Simultaneous check the set of conditions {f}  = (f1,f2, ...,fn ) for 
a set of expressions{B}  = (B1,B2,  ...,Bn ).  It is implemented 
through    where Q can be any. 

• Similarly for loop operators and others. 

2.2 Sit-Algorithm Examples
• Simultaneous multiplication: Stх

{a*} : enter the notation of the 
set B with elements                                     for any {i1,i2,...,in} 
without repetitions, x= Sta

{multiplication table},
 R= Sta

{i1+,i2+,...,in } , R is the index of the lower discharge (we choose 
an index on the scale of discharges):

index discharge
n n
… …
1 1
, 0
-1 1st digit to the right of the point
-2 2nd digit to the right of the 

point
... ...

Then Stх
{B+}  gives the final result of simultaneous multiplication. 

Any system of calculus can be chosen, in particular binary. Here, 
in fact, sets of digits in the corresponding digits, representing 
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and corresponding generalizations of (8) on (4)-(7), etc.

(3), (8) are represented through the usual 2-bond. Science is the discipline of 2-connections, since everything in science is carried out 
through 2-connected logic, quantum logic is also a projection of 3-connected logic onto 2-connected logic. (4)-(7) schematically inter-
pret the formation of capacity in itself through a pseudo 3-connected form with a 2-connected form. The ideology of Sit and S3f can be 
used for programming.

S3 f – software operators [1] will differ only just because aggregates {а},{p},{B},{f} will be formed from corresponding Sit-program 
operators in form (1) for more complex operators in forms (2)-(4).

For example,      is the capacity in itself of the second type if g{R} is a program capable of generating {R}.
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The example of Sit-program for Smnst [1]: 
𝑆𝑆𝑆𝑆���  - assigning q to B. 
𝑆𝑆𝑆𝑆����  - assigning target weight 𝑆𝑆𝑤𝑤 to f . 
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3.1 Dynamic tS and       Programming at Time q
The ideology of tS and      can be used for dynamic programming [2]. Here are some of the tS- dynamic programming operators.
• The process of simultaneous expelling assignment of the expressions {p(t)}=(p1 (t),p2 (t),...,pn (t)) from the variables а(t)=(а1 (t),а2 

(t),...,аn (t)) is implemented through 

• The process of simultaneous expelling check the set of conditions {f(t)}  = (f(t)1, f 2,(t) ..., f(t)n ) for a set of expressions{B(t)}  = (B1 
(t),B2 (t) ,..., Bn (t))  is implemented through              where Q(t) can be any. 

• Similarly for loop operators and others. 

 software operators will differ only just because aggregates {a(t)}, {p(t)}, {B(t)},{f(t)} will be formed from corresponding 
processes tS(t) for above mentioned programming operators through form (1) or form (2) for more complex operators.
Consider hierarchical dynamic tS-program operator:
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2.3 Sit-Coding
Sit-coding: 1) set A to set B, 2) set A to a point q, where the elements of the sets A, B can be continuous. For example, 
There are Sit-coding, Sit-translation, Sit-realize of eprograms and of the programs from the archives without extraction theirs

2.4 Self-Coding
Self-coding: 1) set A to set A, i.e. A on itself 2) set A to a point q in form (1), where the elements of the sets A, B can be continuous. For 
example, 

One of the central departments of the control system should be a computer system of the usual type of the desired level. In symbiosis with 
Sit-Networks [1], it will provide a holistic operation of the control system in three modes: conventional serial through a conventional 
type computer system, direct parallel through Sit-Networks and series-parallel. Codes from a conventional type computer system will 
be used via Sit -connectors in Sit - coding, for example:      UHF AC field activation is used.

2.5 Dynamic Sit and S3f(t) Programming 
The ideology of dynamic Sit and S3f(t) can be used for programming: 
• The process of simultaneous assignment of the expressions {p(t)}= (p1 (t),p2 (t),...,pn (t)) to the variables {а(t)}=(а1 (t),а2 (t),...,аn (t)) 

is implemented through St(t)х
{{а(t)}:{p(t)}} 

• The process of simultaneous check the set of conditions {f(t)}  = ( f(t)1 , f2, (t) ...,f(t)n ) for a set of expressions{B(t)}  = (B1 (t),B2 
(t),...,Bn (t))  is implemented through      where Q(t) can be any. 

• Similarly for loop operators and others. 
• S3 f(t)– software operators will differ only in that the aggregates {а(t)},{p(t)},{B(t)},{f(t)} will be formed from corresponding 

processes Sit(t) for the  above mentioned programming operators through form (1) or forms (2)-(4) for more complex operators. 

3. tS-Program Operators
The ideology of tS and           can be used for programming. Here are some of the tS-program operators.

• Simultaneous expelling assignment of the expressions {p}=(p1, p2 ,...,pn) from the variables A = (а1,а2,...,аn). It’s implemented through 

• Simultaneous expelling checks the set of conditions {f}  = (f1, f2,  ..., fn ) for a set of expressions {B}  = (B1, B2,  ..., Bn ).  It’s 
implemented through               where Q can be any. 

• Similarly for loop operators and others. 
 software operators will differ only just because aggregates {а},{p},{B},{f} will be formed from corresponding tS program 
operators in form (1) for more complex operators in forms (2)-(4). 
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computer system will be used via Sit -connectors in Sit - coding, for example: 𝑆𝑆𝑆𝑆�������������� �� ���. UHF 
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                                       𝑤𝑤����…��� � ���, ���, �. . . ���,��. . . ���   (8) 
 
and corresponding generalizations of (8) on (4)-(7), etc. 
 
(3), (8) are represented through the usual 2-bond. Science is the discipline of 2-connections, since 
everything in science is carried out through 2-connected logic, quantum logic is also a projection 
of 3-connected logic onto 2-connected logic. (4)-(7) schematically interpret the formation of 
capacity in itself through a pseudo 3-connected form with a 2-connected form. The ideology of Sit 
and S3f can be used for programming. 
 
𝑆𝑆�𝑓𝑓– software operators [1] will differ only just because aggregates �а�, �𝑝𝑝�, �𝐵𝐵�, �𝑓𝑓� will be 
formed from corresponding Sit-program operators in form (1) for more complex operators in forms 
(2)-(4). 
 
For example, 𝑆𝑆𝑆𝑆�������  is the capacity in itself of the second type if 𝑔𝑔�𝑅𝑅� is a program capable of 
generating �𝑅𝑅�. 
 

The example of self-program of the first type is 𝑆𝑆𝑆𝑆
���х��а����:����,��х���������� ���� �,�����
���х��а����:����,��х���������� ���� �,�����. 

 
 
The example of Sit-program for Smnst [1]: 
𝑆𝑆𝑆𝑆���  - assigning q to B. 
𝑆𝑆𝑆𝑆����  - assigning target weight 𝑆𝑆𝑤𝑤 to f . 
𝑆𝑆𝑆𝑆��������������   - Smnst 𝑎𝑎𝑎𝑎𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎 for �𝑞𝑞�𝑓𝑓. 
 
2.3 Sit-Coding 
Sit-coding: 1) set A to set B, 2) set A to a point q, where the elements of the sets A, B can be 
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in the cocoon of a living organism, 𝐸𝐸𝐸𝐸�� - a bundle of fibers of external energy self-capacities, 
collected at the point of assembly of the cocoon of a living organism. 
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𝑆𝑆������� 𝑡𝑡���. 

 
Entire neural network as instantaneous simultaneous RAM in Sit-elements and self- 

elements.𝑠𝑠𝑠𝑠𝐸𝐸𝑠𝑠����…���� , f1 ↓ I ↑��� 𝑠𝑠� ��↓�↑��� ��,…��↓�↑��
� ��,

, 𝑠𝑠𝑠𝑠𝑠𝑠𝑠����…���� .When activated in a neural 
network, the entire neural network becomes a working memory. Use of self-energy as activation 

or from outside. Q0= 𝑆𝑆𝑡𝑡�����������������
������������

�����
→ self-RAM, Q00= 𝑄𝑄�������������

�����
������������

�����
, Q01= 𝑄𝑄�������������

�����
������������

�����
. 

Q0,Q00,Q01-coding,translation,realization in eprograms, use Q0,Q00,Q01-SmnSt,Assembler.  
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