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Abstract
Ensemble methods are powerful techniques used in machine learning to improve the prediction accuracy of 
classifier learning systems. In this study, different ensemble learning methods for lung cancer survival prediction 
were evaluated on the Surveillance, Epidemiology and End Results (SEER) dataset. Data were preprocessed in 
several steps before applying classification models. The popular ensemble methods Bagging, Adaboost and three 
classification algorithms, K-Nearest Neighbours, Decision Tree and Neural Networks as base classifiers were 
evaluated for lung cancer survival prediction. The results empirically showed that ensemble methods are able to 
evaluate the performance of their base classifiers and they are appropriate methods for analysis of cancer survival.
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1. Introduction
Lung cancer is the second most common cancer, and the leading 
cause of cancer related deaths among men and women in the USA 
[8]. Survival rate for lung cancer is estimated to be 15% after 5 
years of diagnosis [9]. The Surveillance, Epidemiology, and End 
Results (SEER) Program of the National Cancer Institute is an 
authoritative repository of cancer statistics in the United States 
[10,11]. It is a population-based cancer registry which covers 
about 26% of the US population across several geographic regions 
and is the largest publicly available domestic cancer dataset. The 
data includes patient demographics, cancer type and site, stage, 
first course of treatment, and follow-up vital status. The SEER 
program collects cancer data for all invasive and in situ cancers, 
except basal and squamous cell carcinomas of the skin and in 
situ carcinomas of the uterine cervix [9]. The ‘SEER limited-use 
data’ is available from the SEER website on submitting a SEER 
limited-use data agreement form. Ries et al, presents an overview 
study of the cancer data at all sites combined and on selected, 
frequently occurring cancers from the SEER data [12]. The SEER 
data attributes can be broadly classified as demographic attributes 
(e.g., age, gender, location), diagnosis attributes (e.g., primary site, 
histology, grade, tumor size), treatment attributes (e.g., surgical 
procedure, radiation therapy), and outcome attributes (e.g., 
survival time, cause of death), which makes the SEER data ideal 
for performing outcome analysis studies.

Applying data mining techniques to cancer data is useful to rank 
and link cancer attributes to the survival outcome. Further, accurate 

outcome prediction can be extremely useful for doctors and 
patients to not only estimate survivability, but also aid in decision 
making to determine the best course of treatment for a patient, 
based on patient-specific attributes, rather than relying on personal 
experiences, anecdotes, or population wide risk assessments. 
Experiments with several classifiers were conducted to find that 
many meta classifiers used with decision trees can give impressive 
results, which can be further improved by combining the resulting 
prediction probabilities from several classifiers using an ensemble 
bagging and Adaboost scheme. 

The goal of ensemble learning methods as a subgroup of machine 
learning algorithms is to increase the performance of base 
classifiers by creating an ensemble of multiple classifiers and 
combining the results. Different methods have been proposed to 
create ensemble of classifiers. Two of the most common methods 
are: using different subsets of training data with a single learning 
method and using different learning methods on the same data. 

2. Literature Review
Agrawal et al, used ensemble voting method to predict lung 
cancer survival after 6-months, 9-months, 1-year, 2-years and 
5-years of diagnosis [1]. They analyzed the data from SEER 
program to construct an ensemble of five decision tree algorithms 
and combined the results by using the average of probabilities 
generated by each classifier. They used 10-fold cross-validation 
for training and testing and compared the performance of 
ensemble voting technique with individual classifiers to show the 
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effect on ensemble data mining on increasing performance of weak 
classifiers.

Zolbanin et al, investigated the overall survivability in comorbidity 
of cancer on SEER data [2]. They joined four data  files 
corresponding to urinary, male genital, female genital and breast 
cancers and sorted them by increasing case numbers and added 
ten attributes to each data file (nine attributes for each cancer 
categories and one counter attribute). They joined the data files 
using SQL procedures in SAS Enterprise guide 6.1. They used 
SAS Enterprise Miner to test Random Forest, Neural Network, 
Logistic Regression and Decision Tree algorithms to predict 
survivability in comorbidity of cancers and concluded that random 
forest algorithm outperforms other classification models.

Khoshgoftaar et al, compared the performance of eight boosting 
and Bagging methods on imbalanced and noisy data [3]. They 
evaluated the results with seven different metrics for both balanced 
and imbalanced data and they used analysis-of variance for testing 
statistical significance of obtained results. They concluded that the 
Bagging method outperforms boosting in noisy environment with 
class imbalanced data.

Delen et al, used two data mining algorithms (C5 and artificial 
neural networks) along with a statistical method (logistic 
regression) on SEER data to predict breast cancer survivability 
[4]. They preprocessed the data before applying classification 
algorithms and compared the results in terms of accuracy. The 
results empirically showed that C5 algorithm with 93.6% accuracy 
outperforms artificial neural networks with 91.2% accuracy and 
logistic regression with 89.2% accuracy.
 
Zheng et al, proposed a hybrid of K-means and support vector 
machine (K-SVM) to diagnose breast cancer based on extracted 
tumor  features [5]. They used K-means to discover hidden 
patterns of tumors and SVM algorithm to classify them. Wisconsin 
Diagnostic Breast Cancer (WDBC) data were used to evaluate the 
performance of proposed methodology. The dataset contained 
569 samples and 32 features.6 features were selected by K-means 
algorithm. The proposed method increased the accuracy to 97.38%.

DendiGayathri Reddy, Emmidi Naga Hemanth Kumar, Desireddy 
Lohith Sai Charan Reddy and Monika P proposed a system to 
predict multiple levels of lung cancer by ensemble method [6]. The 
dataset was taken from Data World Source, which has 1000 data 
records. The paper explains about predicting various carcinoma 
stages using ML concepts. The paper put forth a method which 
uses an amalgamation of three algorithms – KNN, neural networks 

and decision trees with bagging. KNN is a data sensitive by nature 
which uses Euclidean distance. It understands the data. To correct 
the errors, backpropagation of neural networks is used. Next, 
CART algorithm was used for classification purpose. To reduce 
the variance of cost, bagging was used. This integrated model gave 
an accuracy of 98%.

Janee Alam, Sabrina Alam and Alamgir Hossan submitted their 
work on prediction of multistage lung cancer detection with SVM 
classifier [7]. The dataset used here contained 500 lung CT images. 
The software tool used here was MATLAB to process the image. 
If the input image contains no affected cell, then probability of 
the disease is diagnosed. For the purpose of image enhancement, 
masking is done. For gaining better resolution of image, watershed 
transform for segmentation is applied. GLCM technique is used for 
feature extraction. Next, the SVM classifier is applied. This works 
gave 97% of detection accuracy and 87% of prediction accuracy.

3. Proposed Method
In this paper, bagging and Adaboost ensemble learning methods 
for lung cancer survival prediction were evaluated on the SEER 
dataset. A multistep data preprocessing applied before classification 
stage. The popular ensemble methods including Bagging and 
AdaBoost and three classification algorithms including Decision 
Tree, K-Nearest Neighbour and Neural Network as base classifiers 
were evaluated for lung cancer survival prediction.  The proposed 
system architecture showed in Fig.  1. 

3.1 Data Gathering
SEER data released in April 2017 were used. The data file for 
lung cancer survival analysis which contains 149 attributes and 
1000 samples were used. Several steps for data cleaning and 
transformation were performed before applying classification 
methods. The main attributes which contributes for lung cancer 
prediction include smoking, gender, air pollution, chronic lung 
disease, chest pain, wheezing, dry cough, snoring, swallowing 
difficulty and clubbing.

3.2 Data Pre-processing
The data is interpolated for missing data and then normalized 
using linear transformation algorithm  as in (1) [8].

The normalized data is split into training (80%) and testing (20%) 
dataset. The training dataset is split into n parts in order to train n 
models using the concept of bagging.
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Figure 1: Proposed Architecture 
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3.3 Model Implementation
The n-parts of training dataset are fed as input to Decision Tree, 
K-Nearest Neighbour and Neural Network algorithms to create 
n- models of each algorithm. The group of n-models of each 
algorithm forms a bagging model. Final bagging and Adaboost 
models generated from the algorithms are termed as integrated 
model and are used for testing and future predictions.

3.3.1 K-Nearest Neighbour
K-nearest neighbours’ algorithm (k-NN) is a nonparametric 
technique used in regression and classification problems. k - 
closest training examples in the feature space acts as an input. The 
predicted class, to which an object belongs to, depends upon the 
class of the neighbours around it. K-NN is a lazy learning algorithm 
as it does not learn from the training data but simply memorizes 
the training data. The algorithm is sensitive to the local structure of 
the data. Euclidean distance as in (2) is used as a distance function.

each algorithm forms a bagging model. Final bagging and Adaboost models generated from the 

algorithms are termed as integrated model and are used for testing and future predictions. 

 

3.3.1 K-Nearest Neighbour 

K-nearest neighbours’ algorithm (k-NN) is a nonparametric technique used in regression and 

classification problems. k - closest training examples in the feature space acts as an input. The 

predicted class, to which an object belongs to, depends upon the class of the neighbours around 

it. K-NN is a lazy learning algorithm as it does not learn from the training data but simply 

memorizes the training data. The algorithm is sensitive to the local structure of the data. 

Euclidean distance as in (2) is used as a distance function. 

                  √∑          
   …………….. (2) 

 
 

3.3.2 Decision Tree  

Decision Tree are forms of supervised machine learning where the information is constantly 

divided according to a pattern that fits. Two entities describe the tree, namely nodes and leaves 

of the decision. The decision nodes are the nodes where the data is to be split into child nodes 

and leaves. The structure of decision tree is shown below. In order to check which node will go 

to be used as the left node, it is important to determine the information gain value, i.e. the highest 

information gain value node is chosen. To calculated gain, entropy is needed given as: 

    ∑                   ……….(3) 

 



  Volume 8 | Issue 4 | 151Int J Cancer ResTher, 2023

each algorithm forms a bagging model. Final bagging and Adaboost models generated from the 

algorithms are termed as integrated model and are used for testing and future predictions. 

 

3.3.1 K-Nearest Neighbour 

K-nearest neighbours’ algorithm (k-NN) is a nonparametric technique used in regression and 

classification problems. k - closest training examples in the feature space acts as an input. The 

predicted class, to which an object belongs to, depends upon the class of the neighbours around 

it. K-NN is a lazy learning algorithm as it does not learn from the training data but simply 

memorizes the training data. The algorithm is sensitive to the local structure of the data. 

Euclidean distance as in (2) is used as a distance function. 

                  √∑          
   …………….. (2) 

 
 

3.3.2 Decision Tree  

Decision Tree are forms of supervised machine learning where the information is constantly 

divided according to a pattern that fits. Two entities describe the tree, namely nodes and leaves 

of the decision. The decision nodes are the nodes where the data is to be split into child nodes 

and leaves. The structure of decision tree is shown below. In order to check which node will go 

to be used as the left node, it is important to determine the information gain value, i.e. the highest 

information gain value node is chosen. To calculated gain, entropy is needed given as: 

    ∑                   ……….(3) 

 

each algorithm forms a bagging model. Final bagging and Adaboost models generated from the 

algorithms are termed as integrated model and are used for testing and future predictions. 

 

3.3.1 K-Nearest Neighbour 

K-nearest neighbours’ algorithm (k-NN) is a nonparametric technique used in regression and 

classification problems. k - closest training examples in the feature space acts as an input. The 

predicted class, to which an object belongs to, depends upon the class of the neighbours around 

it. K-NN is a lazy learning algorithm as it does not learn from the training data but simply 

memorizes the training data. The algorithm is sensitive to the local structure of the data. 

Euclidean distance as in (2) is used as a distance function. 

                  √∑          
   …………….. (2) 

 
 

3.3.2 Decision Tree  

Decision Tree are forms of supervised machine learning where the information is constantly 

divided according to a pattern that fits. Two entities describe the tree, namely nodes and leaves 

of the decision. The decision nodes are the nodes where the data is to be split into child nodes 

and leaves. The structure of decision tree is shown below. In order to check which node will go 

to be used as the left node, it is important to determine the information gain value, i.e. the highest 

information gain value node is chosen. To calculated gain, entropy is needed given as: 

    ∑                   ……….(3) 

 

3.3.2 Decision Tree 
Decision Tree are forms of supervised machine learning where 
the information is constantly divided according to a pattern that 
fits. Two entities describe the tree, namely nodes and leaves of the 
decision. The decision nodes are the nodes where the data is to 

be split into child nodes and leaves. The structure of decision tree 
is shown below. In order to check which node will go to be used 
as the left node, it is important to determine the information gain 
value, i.e. the highest information gain value node is chosen. To 
calculated gain, entropy is needed given as:

Here H(S) is the entropy, C is the set of classes, and S is the data, p (c) is the probability of C with respect to S.  Use this entropy to 
calculate Information gain which is given below:

Here H(S) is the entropy, C is the set of classes, and S is the data, p (c) is the probability of C 

with respect to S.  Use this entropy to calculate Information gain which is given below: 

             ∑             ………..(4) 

 

Here, H(S) defines entropy, T is the subset on which decision to be made, p(t) gives the 

probability of T with respect to S, H(t) is entropy on subset T. 

 
 

3.3.3 Neural Networks 

Backpropagation technique is predominantly used in Neural Networks for making predictions. 

Some of the data was input as a training data, then knowledge and information were gained from 

the training process is used as a reference for the identification of lung cancer by using 

Backpropagation Neural Network. An initial stage in the training process is the input of training 

data. Then specify the target output of each data input. After the training process 

backpropagation network, then further testing. In backpropagation network testing phase is done 

simply by implementing a forward direction (feedforward). The data used in the test is the data 

that is not used during training. The weights used in the phase of the forward direction is the 

weight training process results. Then the calculation of the output value of each node in the 

hidden layer and output layer. After testing of the output of each node in the output layer. 

Training and adjusting of weights is done by Backpropagation. The following algorithm shows 

the simple implementation steps of Backpropagation. 

Here H(S) is the entropy, C is the set of classes, and S is the data, p (c) is the probability of C 

with respect to S.  Use this entropy to calculate Information gain which is given below: 

             ∑             ………..(4) 

 

Here, H(S) defines entropy, T is the subset on which decision to be made, p(t) gives the 

probability of T with respect to S, H(t) is entropy on subset T. 

 
 

3.3.3 Neural Networks 

Backpropagation technique is predominantly used in Neural Networks for making predictions. 

Some of the data was input as a training data, then knowledge and information were gained from 

the training process is used as a reference for the identification of lung cancer by using 

Backpropagation Neural Network. An initial stage in the training process is the input of training 

data. Then specify the target output of each data input. After the training process 

backpropagation network, then further testing. In backpropagation network testing phase is done 

simply by implementing a forward direction (feedforward). The data used in the test is the data 

that is not used during training. The weights used in the phase of the forward direction is the 

weight training process results. Then the calculation of the output value of each node in the 

hidden layer and output layer. After testing of the output of each node in the output layer. 

Training and adjusting of weights is done by Backpropagation. The following algorithm shows 

the simple implementation steps of Backpropagation. 

Here, H(S) defines entropy, T is the subset on which decision to be made, p(t) gives the probability of T with respect to S, H(t) is entropy 
on subset T.

3.3.3 Neural Networks
Backpropagation technique is predominantly used in Neural 
Networks for making predictions. Some of the data was input as a 
training data, then knowledge and information were gained from 
the training process is used as a reference for the identification 

of lung cancer by using Backpropagation Neural Network. An 
initial stage in the training process is the input of training data. 
Then specify the target output of each data input. After the 
training process backpropagation network, then further testing. 
In backpropagation network testing phase is done simply by 



  Volume 8 | Issue 4 | 152Int J Cancer ResTher, 2023

implementing a forward direction (feedforward). The data used in 
the test is the data that is not used during training. The weights used 
in the phase of the forward direction is the weight training process 
results. Then the calculation of the output value of each node in the 

hidden layer and output layer. After testing of the output of each 
node in the output layer. Training and adjusting of weights is done 
by Backpropagation. The following algorithm shows the simple 
implementation steps of Backpropagation.
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5. Conclusion
In this paper, lung cancer as one of the most spreading cancer 
type was studied. Dataset from SEER program for lung cancer 
were analyzed survival prediction. SEER data originally with 149 
attributes and 1000 samples after initial preprocessing, reduced to 
24 attributes. Bagging and Adaboost ensemble methods with three 
base learners(K-Nearest Neighbour, Decision Tree and Neural 
Network)  were evaluated for lung cancer survival prediction. 
AdaBoost accuracy score is high comparatively with bagging. 
It is observed that bootstrap aggregating technique enhances the 
performance of the individual models with the accuracy scores 
decision tree readings  Adboost(0.982),  kNN and Adaboost 
(0.951), Neural Network bagging Adaboost(0.931). The obtained 
results from this study can be applied to increase performance of 
real patient survival prediction systems in future.
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