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Abstract
A spanning tree in a connected graph is a subgraph that forms a tree by connecting all the nodes. The multiple spanning 
trees may exist in the same graph. Additionally, by computing the total cost of each edge in a spanning tree, we can assign an 
expense to a spanning tree, which measures how unfavorable it is, and do the same for each edge. A tree with the fewest total 
edge costs is the Minimal Cost Spanning Tree (MCST). To obtain MCST, several techniques have been developed. Kruskal's 
and Prim's algorithms, which are widely respected and recognized practices, can be used to find the MCST. Prim's method 
is node-based as opposed to Kruskal's, which is based on arcs (edges). It is preferred to utilize Kruskal's technique when 
the graph is sparse, and Prim's approach when it is solid. The term "finite graph" in graph theory refers to a square matrix 
called an adjacency matrix. The matrix elements display the proximity of vertex pairs in a graph. When discussing an ad-
jacency matrix for a weighted graph, it is sometimes referred to as the cost (weight) adjacency matrix. This work suggested 
a matrix technique that uses the cost adjacency matrix to determine the MCST of a given undirected connected graph. The 
recommended method is then used to present illustrative examples and achieve outcomes comparable to those of the Prim 
and Kruskal algorithms.
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Introduction
The study of graphs, which serve as mathematical models for 
pairwise relationships between objects, is known as graph the-
ory. Graph G (V, E) is a collection of nodes (also known as ver-
tices) linked by edges (also known as links). A tree, also known 
as an attached acyclic undirected graph, is an undirected graph 
in which any two vertices are connected by precisely one route 
[1]. A subgraph of the graph called a spanning tree visits every 
vertex and is shaped like a tree. There can be n (n-2) spanning 
trees in a fully connected undirected graph, where n is the total 
number of nodes. When the weight of the edges added together 
is as tiny as feasible, the spanning tree is said to be the MCST. In 
design networks, such as transportation, water supply, electrical 
grids, and computer network, MCST are used directly [2]. For a 
problem like a phone network design, the standard application is 
used. You wish to rent phone lines to connect your firm's many 
offices; however, the phone provider charges varying rates to 
connect various city pairs. To link all of your offices at the low-
est possible cost, you need a set of lines. Since you can always 
cut back on costs by removing certain edges from a network if 
it is not a tree, it should be a spanning tree. A graph can be rep-
resented as a matrix of Booleans (0 and 1) using an adjacency 
matrix. A square matrix can describe a finite network, with the 
Boolean value of the matrix indicating whether there is a direct 
path between any two vertices. A weighted graph's adjacency 
matrix is also known as the cost (weight) adjacency matrix [3]. 
In 2019, A. Khan developed a new algorithmic approach to find-
ing minimum spanning trees [1].

Review of Related Studies
The MCST can be determined using different classic algorithms. 
The first algorithm for finding MWST was developed by Czech 
researcher [4]. Prim's algorithm is second; it was created by [2]. 
Joseph Kruskal proposed the third algorithm in 1956, known as 
Kruskal's algorithm [5]. The reverse-delete algorithm, which is 
the opposite of Kruskal's method, is a fourth algorithm that is 
less frequently utilized [6]. In an efficient algorithm for finding 
minimum spanning trees in undirected and directed graphs [7]. 
The Negligence Minimum Spanning Tree Algorithm was pub-
lished by [8]. In 2016, P. Biswas developed an efficient greedy 
minimum spanning tree algorithm based on the vertex asso-
ciative cycle detection method [9]. In the literature, there are 
few methods to find MCST using matrix algorithms. proposed 
a matrix algorithm to find [10]. A new algorithm for finding 
minimum spanning trees with undirected neutrosophic graphs 
was proposed by [11]. Ant colony optimization is a meta-heu-
ristic algorithm. It uses to find the shortest path between two 
points. Using this algorithm in found an approach for solving 
the minimum spanning tree problem and transportation prob-
lem using a modified ant colony algorithm [2].  P. Ayegba did 
a comparative study of the minimal spanning tree algorithm in 
2020 [12]. In 2019, U. Paradigm researched the multi-objective 
minimum spanning tree problem under an uncertain paradigm 
[13]. In studied the locality behavior of the minimum spanning 
tree algorithm [14]. The new algorithm involving a minimum 
spanning tree for a computer network in a growing company 
was done by [15]. An optimal minimum spanning tree algorithm 
surveyed multiple objective minimum spanning tree problems 
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in 2009 [16, 17].

Objectives of the Study
This paper, suggests a unique method that requires fewer itera-
tions than the existing approach, utilizing the cost adjacency ma-
trix to determine the MCST of an undirected graph G. In graph 
theory, a square matrix known as an adjacency matrix is used to 
describe a finite graph. The matrix's components show whether 
a graph's vertex pairs are adjacent. It is also known as the cost 
adjacency matrix when referring to an adjacency matrix for a 
weighted graph. Finally, we used the recommended strategy to 
solve an illustrative example and compared it to Prim and Kru-
skal's methods [18].

Methodology 
This section describes a cost adjacency matrix approach that can 
use to determine the MCST of an undirected connected graph. 
The steps to solve the minimal spanning problem are as given 
below. There are five steps in this algorithm. This algorithm was 
developed using matrix representation. 

Proposed Novel Matrix Algorithm for Find MCST
Step 1: If any vertex has a loop (the edge that starts and ends 
with the same vertex), then remove that loop, and if there is a 
loop between two vertices, then remove this loop by deleting 

parallel edges, which have the highest, edge cost. Otherwise, go 
to step 2.

Step 2: Create the n×n cost matrix, C(G)=[cij]n×n for the given 
undirected weighted connected graph G.

Step 3: Select the smallest element (expect 0's) of each row and 
column, and mark them separately.

Step 4: Draw selected edges in step 3 in ascending order. If se-
lected edges create a loop, then ignore that edge.

Step 5: If the resulting graph is disconnected, then connect those 
subgraphs by using edges that have a minimum cost.

The flow chart of the proposed novel algorithm is represented 
in Chart 1. This algorithm has five steps. Applying this algo-
rithm, any undirected connected graph’s minimal spanning tree 
can generate. 

Results and Discussion
In this part, use the newly presented model to determine the 
MST of an undirected graph using two examples. Finally, the 
results obtained in instances will compare with Kruskal’s and 
Prim’s algorithms. 
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Remove the loop by deleting parallel edges which have the largest edge cost 
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Figure 1: The Flow Chart of New Proposed Matrix Algorithm 
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Example 1 [18]:
Example 1 [18]: 
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The order of selecting edges: 

BD – DT – AC – CD – AS   

The total cost of MCST = (2 + 2 + 3 + 3+ 7) = 17 

The total cost of MCST using Prim’s algorithm = 17 

The total cost of MCST using Kruskal’s algorithm = 17 

 

In Figure 1 connected undirected graph has six nodes and eleven edges. Node C has a loop itself, and a 

loop between nodes A and B. In step 1, If any vertex has a loop, then remove that loop, and if there is a 

loop between two vertices, then remove this loop by deleting parallel edges which have the highest edge 

cost. The loop between nodes A and B has two parallel edges so the deleted edge which has the highest 

expense (i.e., 9). After applying step 1, the reduced graph is shown in Figure 2. Then applying the 

algorithm step by step, the MCST of graph one can be obtained. It shows in Figure 3. The total cost of 
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Figure 4: Minimal Spanning Tree of Graph 1 
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The order of selecting edges:
BD – DT – AC – CD – AS  
The total cost of MCST = (2 + 2 + 3 + 3+ 7) = 17
The total cost of MCST using Prim’s algorithm = 17
The total cost of MCST using Kruskal’s algorithm = 17

In Figure 1 connected undirected graph has six nodes and eleven edges. Node C has a loop itself, and a loop between nodes A and 
B. In step 1, If any vertex has a loop, then remove that loop, and if there is a loop between two vertices, then remove this loop by 
deleting parallel edges which have the highest edge cost. The loop between nodes A and B has two parallel edges so the deleted edge 
which has the highest expense (i.e., 9). After applying step 1, the reduced graph is shown in Figure 2. Then applying the algorithm 
step by step, the MCST of graph one can be obtained. It shows in Figure 3. The total cost of MCST using the proposed method is 
equal to 17. By comparing Prim’s and Kruskal’s algorithms, the same outcome can be obtained. 
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MCST using the proposed method is equal to 17. By comparing Prim’s and Kruskal’s algorithms, the 

same outcome can be obtained.  

Example 2 [18]: 
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The order of selecting edges: 

BC – CD – DE – BF – AC   

The total cost of MCST = (1 + 2 + 3 + 5 + 9) = 20 

The total cost of MCST using Prim’s algorithm = 20 

The total cost of MCST using Kruskal’s algorithm = 20 

A 

C 

B D E 

F 

20 13 

9 

1 2 

4 3 

5 14 

Figure 5: Connected Undirected Graph 2 

A 

C 

B D E 

F 

9 

1 2 

3 

5 

Figure 6: Minimal Cost Spanning Tree 
of Graph 2 

Example 2 [18]:

MCST using the proposed method is equal to 17. By comparing Prim’s and Kruskal’s algorithms, the 

same outcome can be obtained.  

Example 2 [18]: 

 

 

 

 ( )  

 
 
 
 
 
 
[
 
 
 
 
 
 
         
        
            
             
            
            
         
          ]

 
 
 
 
 
 
 

  

 

The order of selecting edges: 

BC – CD – DE – BF – AC   

The total cost of MCST = (1 + 2 + 3 + 5 + 9) = 20 

The total cost of MCST using Prim’s algorithm = 20 

The total cost of MCST using Kruskal’s algorithm = 20 

A 

C 

B D E 

F 

20 13 

9 

1 2 

4 3 

5 14 

Figure 5: Connected Undirected Graph 2 

A 

C 

B D E 

F 

9 

1 2 

3 

5 

Figure 6: Minimal Cost Spanning Tree 
of Graph 2 

The order of selecting edges:
BC – CD – DE – BF – AC  
The total cost of MCST = (1 + 2 + 3 + 5 + 9) = 20
The total cost of MCST using Prim’s algorithm = 20
The total cost of MCST using Kruskal’s algorithm = 20
Figure 4 shows a connected undirected graph with six nodes and nine edges. There are no loops in between two vertices or itself in 
this example. So that step 1 can ignore, and the algorithm can start in step 2. Then applying the algorithm step by step, the MCST of 
connected undirected graph, two can be obtained. It shows in Figure 5. The total cost of MCST using the proposed method is equal 
to 20. By comparing Prim’s and Kruskal’s algorithms, the same outcome can obtain. 

Comparative Analysis
In this section, the outputs achieved in examples 1 and 2 are compared with other existing methods, whereas Prim’s and Kruskal’s 
algorithms.

Table 1: Comparative analysis of examples 1 and 2 with Prim’s, Kruskal’s, and New Matrix Algorithm (NMA)

Example No Prim’s Algorithm Kruskal’s Algorithm NMA
1 17 17 17
2 20 20 20

Interpretation of Table 1.
There are no value changes between Prim’s, Kruskal’s, and New Matrix Algorithm (NMA). In examples 1 and 2, the same findings 
are achieved using NMA by comparing them to the existing algorithms.
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Figure 7 and Table 1 above demonstrate the effectiveness of the new approach. Similar results may be 

obtained compared to Prim's and Kruskal's methods. Example 1's minimal cost-spanning tree has 17 units 

overall, whereas Example 2's cost is 20 units. The Prim and Kruskal algorithms can generate an identical 

result. In figure 7 above, Example 1 and 2 bar graphs have the same heights. That means the proposed 

new matrix algorithm method also will give the same results as compared to the other existing methods. 

 

Conclusion 

This research represents a novel definite approach for computing the MCST of the weighted undirected 

graph G utilizing the cost (weight) matrix on a given connected graph. The MCST starts with a single 

node and determines all of its reachable nodes and even the set of connections that link them with the 

least amount of cost. For computing the MCST of a given connected graph G, the well-known greedy 

algorithms Prim and Kruskal are used to find the minimal-spanning tree. It is possible to determine if a 

direct path exists between any two vertices using the adjacency matrix of a weighted graph, generally 

referred to as the cost adjacency matrix. The proposed approach has been created utilizing a cost 

adjacency matrix. Compared to other current methods, this new algorithm is more straightforward and 

less challenging to implement. This paper used two examples to illustrate the new proposed approach, and 

when compared to Prim's and Kruskal's algorithms, it can able to get the same outcome. 
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