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Abstract
Marketing research is often criticized for lacking generalizability and inability to reproduce results. The problem lies in using 
models to fit data, rather than determining the predictive power of models in conditions of uncertainty. For instance, how does 
the predictive power of a model change when customer dynamics change? The current study suggests that marketing researchers 
can supplement existing research methods with non-probabilistic prediction methods, such as the kNN algorithm-based model. 
Unlike probabilistic models that rely on past outcomes to predict future events – and lose predictive power when newer events are 
observed - non-probabilistic models better capture uncertainty. In the current study, the predictive power of the kNN algorithm-
based model and the Naïve Bayes model is compared using data from two real markets. The kNN algorithm-based model provides 
more accurate predictions, showing the utility of combining the kNN algorithm-based model with existing marketing research 
to improve the predictability and generalizability of models. Implications for research and future research are discussed.
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Statement of Intended Contribution
Marketing research is often criticized for producing studies that 
provide non-reproducible and non-generalizable results. Although 
many articles are dedicated to improving the generalizability of re-
sults, no study suggests an empirical solution. In the current study, 
the kNN algorithm-based model is highlighted as a solution to in-
crease the reproducibility and generalizability of results.

The current study is the first of its kind. The current study suggests 
that marketing studies lack generalizability and reproducibility 
due to a disproportionate focus on fitting models to data. However, 
in real-life settings, customer habits and market dynamics change, 
bringing an element of uncertainty. Since Marketing studies rely 
on probabilistic methods to derive relationships within data, newer 
outcomes (i.e. outcomes that do not have a probability of occur-
rence) are predicted poorly as market dynamics change. Hence, 
the generalizability and reproducibility of experimental results de-
crease.

The current study suggests that the generalizability and reproduc-
ibility of experimental results can increase by using a non-proba-
bilistic method, such as the kNN algorithm-based model. The kNN 
algorithm-based model is easy to use and calculates the distance 

between features (and identifies patterns). Since customer habits 
and behavioral patterns are less likely to change, the kNN algo-
rithm-based models can accurately predict outcomes when market 
dynamics change and uncertainty increases. 

The current study compares results from two markets using the 
kNN algorithm-based model (non-probabilistic model) and the 
Naïve Bayes model (probabilistic model), showing that the kNN 
algorithm-based model better predicts outcomes. The results of 
the study have important implications. The results suggest that 
marketing researchers can increase the generalizability and repro-
ducibility of experimental results by supplementing experimental 
results with the kNN algorithm-based models.

Increasing Generalizability: Naïve Bayes Vs K-Nearest 
Neighbors
Introduction
Many empirical methods are studied within the Marketing dis-
cipline to make accurate predictions [1].  Such methods include 
linear, non-linear, and non-parametric models [2-4]. However, the 
utility of a predictive model relies on processing old information to 
make accurate predictions with newer data. Models that only cre-
ate predictions using one set of data can overfit [5,6]. For instance, 
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regression models make predictions using the Ordinary Least 
Squares method of minimizing deviations from the mean using a 
single dataset. The utility of a predictive model using the Ordinary 
Least Squares method is difficult to estimate unless the predictive 
model generated from the Ordinary Least Squares method is tested 
on another set of data. 

Studies that check the accuracy of predictive models using a test 
dataset are uncommon within the Marketing discipline, although 
such studies are present in other disciplines [7,8]. Over the past 
few decades, the diversity of research methods within the Market-
ing discipline has observed a downward trend, with most studies 
focusing on experiments and modeling [9]. The absence of studies 
within the Marketing literature that verify the accuracy of predic-
tive models can create problems with generalizability [10]. For 
instance, if a predictive model is exposed to newer data, but the 
predictive model produces inaccurate results, what is the utility of 
such a predictive model with low levels of accuracy? Numerous 
studies have cited the difficulty in reproducing results within the 
Marketing discipline [10,9,11]. However, the Marketing literature 
does not propose an approach that can help Marketers assess the 
accuracy of predictive models.

The current study proposes an approach to help Marketers assess 
the accuracy of predictive models, helping increase the generaliz-
ability of results. The current study proposes the use of the kNN 
(K-nearest neighbors) algorithms to assess the accuracy of predic-
tive models. The kNN algorithms use distance-based calculations, 
are easy to understand and use, and provide remarkable predictive 
accuracy compared to probabilistic models, such as the probabilis-
tic models based on the Bayes Theorem. The current study com-
pares the predictive accuracy of the kNN algorithm-based model 
and the Bayes Theorem-based model across two real markets. To 
determine how both the methods predict under uncertain condi-
tions, data from one market is used to train the algorithms, while 
data from another market is used to test the accuracy of the pre-
dictive models. 

Results show that the kNN algorithm-based model has better pre-
dictive power, potentially because the Bayes Theorem-based mod-
el cannot accurately predict outcomes that have not occurred. On 
the other hand, since the kNN algorithm-based model focuses on 
calculating distances between features, rather than considering the 
probability of events, the kNN algorithm-based model better pre-
dicts newer outcomes. Since customer behavior is ever-evolving, 
using probability-based methods to predict customer behavior de-
creases predictive accuracy. However, the kNN algorithm-based 
model better predicts newer outcomes, since customers have sim-
ilar habits that change relatively slowly. By focusing on features 
associated with customer habits, such as the combined use of cola 
and chocolate, the kNN algorithm-based model can create better 
associations and increase predictive power.

The current study contributes to the Marketing literature on gen-
eralizability and empirical method selection. The current study 

contributes to the generalizability literature by showing how 
supplementing existing research techniques with the kNN algo-
rithm-based model can increase predictive power and generaliz-
ability when uncertainty increases, such as when consumer habits 
change. Secondly, the current study contributes to the empirical 
method selection debate by showing how marketing researchers 
can easily include the kNN algorithm-based model with existing 
experiments and models, improving the robustness of research re-
sults.

Theoretical Background
Many predictive methods are discussed within the Marketing liter-
ature [9]. Some of these derive from the regression methods, while 
others focus on analyzing between-group variance [12,13]. How-
ever, all the methods discussed within the Marketing literature are 
probability-based. For instance, regression-based models rely on 
the law of large numbers and the central limit theorem to approxi-
mate beta values based on an asymptotic normal distribution [14]. 
The models use the F test to determine the joint significance of 
coefficients. Similarly, ANOVA methods tabulate the Chi-square 
statistics and calculate the probability of events [15]. Hence, mar-
keting research relies on probability-based calculations to create 
predictive models. 

However, given the nature of ever-changing consumer behavior 
and habits probability models that rely on past events to predict 
future outcomes will have little generalizability [16,17].  For in-
stance, if consumers purchase coke and candy instead of coke and 
muffins, predictive models based on past instances of coke and 
candy consumption will have decreased predictive power. Predic-
tive models base predictions using past probabilities of events to 
determine future likelihood. 

A question that arises is, what happens if we use a simple non-prob-
abilistic measure to make predictions, like using a distance mea-
sure? In probabilistic models, joint probabilities are calculated 
[18]. However, another way to use mathematical data is to plot 
points on a vector space and find the distance between points: a 
method commonly known as the Euclidean distance [19,20]. Is it 
possible that the more simple Euclidean distance method makes 
better predictions compared to the more complex probabilistic 
methods? No studies in the Marketing literature compare the pre-
dictive accuracy between the probabilistic methods and the Eu-
clidean distance method.

The current study addresses the shortcomings. The current study 
compares the utility of a probabilistic method and a non-proba-
bilistic method: the Bayes Theorem and the kNN algorithm. The 
Bayes Theorem is the basis for many statistical models, while the 
kNN algorithm is a simplistic distance-based calculation algo-
rithm. The current study compares the predictive accuracy of the 
kNN algorithm and the Bayes Theorem. The underlying assump-
tions and structures of the kNN algorithm and the Bayes Theorem 
are discussed first.
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kNN (K-nearest neighbors) Algorithm
The kNN (where k is an integer) algorithm offers distinct advan-
tages. Firstly, it makes no assumptions about the underlying data 
distribution [21]. The algorithm simply plots observations as vec-
tors on a multi-dimensional space and calculates the distance be-
tween the observations. For instance, in classifying customers into 
loyal/disloyal groups using customer features - such as customer 
purchases, customer income, and the number of items purchased 
- locating the nearest neighbor (loyal/disloyal customer) for a 
customer requires a distance function that measures similarity be-
tween two features (e.g. customer income and customer purchas-
es) [22]. There are many methods to measure the distance between 
two features. The most basic method is the Euclidean distance.

The Euclidean distance formula involves comparing the values of 
each feature, such as comparing customer incomes (e.g., 0=below 
1,000$, 1=above 1000$ and less than 4000$, 2= more than 4000$ 
and less than 6000$, 3= more than 6000$) and customer purchas-
es (e.g., 0= less than 3 products purchased each week, 1= more 
than 3 products purchased each week and less than 6 products 
purchased each week, 3= more than 6 products purchased each 
week) using equation 1. 

In equation 1, p and q are two points plotted on the n-dimensional 
space, pi and qi are initial points of the space, and the space has n 
dimensions. For instance, if customer A has income below 1000$ 
(point 0) and purchases more than 6 products a week (point 3), 
whereas customer B has an income of more than 6000$ (point 3) 
and purchases more than 3 but less than 6 products each week 
(point 3), the distance between the two customers is given in equa-
tion 2.

The kNN algorithm tabulates combinations of all distances for 
customer A with all customers in a dataset (e.g., 10,000 other cus-
tomers in a department store’s dataset). To classify customer A as 
loyal/disloyal, customer A is assigned the class (i.e. loyal/disloyal) 
of the customer (i.e. nearest neighbor) that has the least distance 
among all other customers (e.g. class of customer with a distance 
of 1.4 is assigned to customer A compared to the class of a custom-
er with a distance of 2.9). 

The classification depends on the number of nearest neighbors 
chosen. For instance, if K=1, only the single nearest neighbor (i.e., 
the customer with the shortest distance) is chosen. If K=3, a vote 
among 3 nearest neighbors (i.e., 3 customers with the shortest dis-
tance) is done and the majority class among the customers with 
the shortest distance is selected. For example, if 2 loyal customers 
are present among the three customers compared with customer A, 
customer A will be classified as loyal [23]. The choice of K influ-
ences the generalizability of the results. If K=1, the single nearest 
neighbor will be chosen. However, if data is biased or mistaken, 

the kNN algorithm will wrongly classify future data based on the 
wrong training data. Using K=1 allows noisy data or outliers to 
influence classification, such as when a training example is mis-
labeled [21].

 If the mislabeled example is near to an unlabeled example in the 
test data, errors can occur. On the other hand, if a large number of 
K is chosen, the model will overfit by finding too many features 
that are not generalizable. If k is equal to the number of observa-
tions, the majority class always wins and the model will always 
predict the majority class regardless of which neighbors are near-
est (e.g., if more than 50% of customers in a dataset are loyal, the 
kNN algorithm always classifies future customers as loyal).The 
best K value lies between K=1 and K= n, where n is the number 
of observations. A rule of thumb to select K is to set K equal to 
the square root of the number of observations in the training data 
[21]. However, testing several values of K on a variety of test data 
provides the best classification estimates. If datasets have little 
measurement error, selection of K loses importance, since even 
subtle concepts have a sufficiently large pool of examples to vote 
as nearest neighbors.

Advantages of kNN algorithms 
Due to the simplicity of the kNN algorithm, the model training 
phase is quick. However, a shortcoming of the kNN algorithm is 
that the kNN algorithm does not produce a parametric model [24]. 
The kNN algorithm is a non-parametric learning method; no pa-
rameters are learned from the data. The kNN finds natural patterns 
rather than trying to fit data in a preconceived form or using a the-
oretical basis. The kNN algorithm is first trained on a dataset. The 
training dataset consists of examples pre-classified into several 
nominal categories (e.g., loyal/disloyal customers). After the kNN 
algorithm is trained on a dataset, the kNN algorithm is provided 
with an unlabeled dataset to test the utility of the kNN algorithm 
in predicting an outcome of interest (e.g., predicting loyal/disloyal 
customers based on new customers). 

For instance, if marketers want to classify customers into loyal/
disloyal categories, a training dataset is provided to the kNN al-
gorithm. The training dataset has customers classified into loyal/
disloyal categories and contains several customer features that the 
kNN algorithm uses to make predictions, such as customer pur-
chases, customer incomes, and the number of items purchased. 
The kNN algorithm plots customer features on a multidimensional 
space as vectors and calculates the distance between various fea-
tures and categorizes the features based on the distance between 
the features. The kNN algorithm treats the features as coordinates 
in a multidimensional feature space. For instance, if three features 
are used to predict customer loyalty/disloyalty - customer pur-
chases, customer incomes, and the number of items purchased – 
the three features are plotted on a 3-dimensional space [25]. The 
kNN algorithm identifies patterns until loyal/ disloyal customers 
are grouped. For example, loyal customers purchase more and 
buy more items, but may have both high and low incomes. The 
kNN algorithm uses the least distance between features (hence the 
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name nearest neighbor) to determine which class (loyal/disloyal) 
is a better fit for a new customer.
              
The test dataset must contain the same features that the kNN algo-
rithm is provided in the training dataset. However, in the test data-
set, customers are not labeled into loyal/disloyal categories. For 
each customer in the test dataset, kNN identifies K records in the 
training data that are the "nearest" in similarity, where K is an inte-
ger specified in advance. The unlabeled customer in the test data is 
assigned the class of the majority of the K nearest customers (i.e. K 
nearest neighbors). Hence, the kNN algorithm classifies customers 
in the test dataset based on relationships identified in the training 
dataset. Based on the predictive accuracy of the kNN algorithm on 
the testing dataset, marketers can provide newer data to the kNN 
algorithm and help determine loyal/disloyal customers. The kNN 
algorithm can simplify the decision-making process for marketers. 
Marketers can focus on disloyal customers by increasing loyalty or 
focusing scarce resources on loyal customers.

Bayes Theorem
Probabilistic methods describe uncertainty. Probabilistic methods 
use past events to predict future events. For instance, the chance of 
winning a soccer match describes the proportion of prior matches 
with similar game conditions in which a team won soccer match-
es. A popular probabilistic technique is the Bayes Theorem. The 
Bayes Theorem is used in many probability methods [26]. For in-
stance, word frequency in emails can identify junk mails and cre-
ate junk filters [33]. The Bayes Theorem describes the probability 
of events and how probabilities are revised in light of more recent 
information. In Machine learning, Bayes Theorem is used to clas-
sify data by using a training dataset to calculate the observed prob-
abilities of each class based on feature values. When a predictive 
model trained using Bayes Theorem is exposed to a new dataset, 
the predictive model classifies new unlabeled data based on the 
observed probabilities of train data. 

Bayes Theorem is especially useful when situations require con-
sidering several attributes simultaneously [21]. Bayes Theorem 
can combine the impact of many features with minor effects into 
a combined larger impact. The Bayes Theorem leverages the fact 
that many events occur jointly, and the occurrence of one event 
is used to predict another. For instance, the presence of high ed-
ucational attainment can be used to predict high future incomes. 
Using information about one event, such as high education, the 
probability of high education and high income occurring togeth-
er are calculated. Similarly, the likelihood of selling products at 
higher than mean prices can be calculated based on the presence of 
certain product features.

The relationship between independent events is described using 
the Bayes theorem in Equation #3 (Joyce 2003). In Equation #3, 
P(A|B) is the probability of event A given that event B occurs. 
P(A|B)  is the conditional probability since the probability of oc-
currence of A (e.g. selling at higher than mean price) depends on 
event B (e.g. type of product sold).

As an example, to calculate the probability of higher than mean 
prices given a product with yellow packaging sold, Equation #4 
is shown

Equation #4 can be written as Equation #5 or as Equation #6

Where P(price above mean| yellow product package) is known 
as the posterior probability and P(yellow product package |price 
above mean) is known as the likelihood and P(price above mean) 
is known as the prior possibility.

Method. To compute the Bayes theorem, a frequency table record-
ing the number of times features occur in combination with a class 
is required. For instance, to see how frequently loyal/ disloyal cus-
tomers appear with income greater than 4,000$, a two-way cross 
table (Table 1) shows one dimension level of class variable (loyal/
disloyal customer) and a second dimension indicating a feature 
(incomes below 4,000 or above). Table 1 shows a likelihood ta-
ble used to calculate frequencies and probabilities for the Bayes 
Theorem.

Table 1: Probability Estimation Using Bayes Theorem.
Frequency Income levels (A) Total

Below 4000$ Above 4000$
Loyal 75 244 319
Disloyal 182 47 229
Total 257 291

A commonly used algorithm that employs the Bayes Theorem for 
probability calculations is the Naïve Bayes (NB) algorithm [27]. 
The NB algorithm creates classifications. The NB algorithm is 
simple to use and requires relatively few examples for training. 
The NB algorithm makes some naïve assumptions about the data 
(hence the name Naïve Bayes). For instance, all features are given 
equal importance and are treated as independent events. A distinct 
advantage of the Naïve Bayes algorithm is that it can combine in-
formation from a large number of features. Suppose that in addi-
tion to income levels (i.e. income below or above 4,000$), we have 
information about product types purchased (e.g. durable/non-du-
rable products) and whether the company email newsletter is sub-
scribed or not. The Naïve Bayes can combine information across 
several features and calculate the probability of a customer being 
loyal/disloyal. As more features become available to the Naïve 
Bayes algorithm, information regarding all possible intersecting 
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events is used to create probabilities of customer loyalty/disloyal-
ty [28]. For example, if a customer's income is below 4000$, the 
customer buys durable goods, and the customer subscribes to the 

company email newsletter, the customer is likely loyal. As features 
increase, modifications are made to Table 1 to calculate probabili-
ties using the Bayes Theorem, as shown in Table 2.

Table 2: Probability Estimation Using Bayes Theorem When Several Features Are Available.

Frequency Income levels (A) Company newsletter subscribed (B) Total
Below 4000$ Above 4000$ Yes No

Loyal 75 244 22 45 386
Disloyal 182 47 0 24 253
Total 257 291 22 69

However, as features increase, calculations to tabulate probabili-
ties using Bayes Theorem become complex. As the number of fea-
tures increases, Equation #3 is modified, as shown in Equation #7 
(where A=income levels and B=company newsletter subscribed). 

Adding more features increases the complexity of calculations. To 
simplify calculations, the Naïve Bayes assumes conditional class 
independence, implying that events are independent when they are 
conditioned on the same class value. Tabulations of intersecting 
events become easier since the Naïve Bayes assumes indepen-
dence among events, as shown in Equation #8 [21].

The Laplace estimator. A problem that arises in Equation #8 is that 
an event might not occur for a certain class. For instance, disloy-
al customers may not subscribe to the company newsletter (see 
Table 2). Hence, probabilities are multiplied by P(Disloyal|com-
pany newsletter subscribed)=0%. The 0% value causes the pos-
terior probability of disloyalty to be 0. Hence, zero probability of 
newsletter subscription nullifies and overrules evidence provided 
by other features, such as income levels. To prevent a non-occur-
ring event from overruling evidence provided by occurring events, 
a Laplace estimator is used [29]. The Laplace estimator places 
a small number to each count in the frequency table to ensure a 
non-zero probability of occurrence in each class. Typically, the La-
place estimator is set to 1. 

Difference between kNN algorithm and Naïve Bayes al-
gorithm
A key difference between the kNN algorithm and the Naïve Bayes 
algorithm is that the kNN algorithm is trained and tested togeth-
er (stage 1). In stage 2, the kNN algorithm-based model’s predic-
tive output is compared with the actual output from test data. In 
the Naïve Bayes model, the training and testing occur in separate 
stages, while the last stage involves comparing predicted output 
with actual output (similar to the case of the kNN algorithm). Data 
format. For the Naive Bayes model, each feature is categorical to 
help create likelihood combinations between classes and features. 
Any numeric data is converted to categories. For the kNN algo-
rithm-based model, features are numerical.

Overview of Study
To test the utility of the kNN algorithm-based model and the Naïve 
Bayes model, data from two real markets is selected. Data from 
one market trains and creates predictive models, while data from 
the second market test the predictions. The data is gathered from 
two cattle markets in a highly populous developing country: the 
L Cattle Market and the S Cattle Market. The cattle markets are 
cash-rich and attract thousands of buyers and sellers. In both the 
cattle markets, expensive cows and buffalos are traded that provide 
high-quality milk [30]. When animals become old, the animals are 
slaughtered for meat consumption. Thus, animals in both markets 
are traded for milk consumption and meat consumption. Although 
expensive animals are sold in both cattle markets, buyers and sell-
ers in each cattle market create their market dynamics. Hence, 
even though the two cattle markets are similar in terms of prod-
ucts exchanged, market dynamics differ. The two cattle markets 
provide an ideal opportunity to assess the predictive power of the 
kNN algorithm-based model and the Naïve Bayes model. 

In the current study, data from one cattle market is used to train 
the kNN algorithm-based model and the Naïve Bayes model, and 
the data from the second cattle market is used to test the predictive 
power of both models. Cattle markets are dynamic and have many 
dimensions. A predictive model must consider all factors and pre-
dict events in another cattle market with approximately similar 
dynamics. The greater the predictive power of a model, the bet-
ter the model is at predicting unforeseen events. Once a model is 
identified that can accurately predict outcomes across both cattle 
markets, the model can be used for predicting marketing-relevant 
outcomes. For instance, we can predict loyal/disloyal customers, 
high/low sale prices, satisfied/dissatisfied customers, etc.

The two cattle markets are administered by a single organization. 
The administering organization does not interfere in buying or 
selling in the cattle markets. Rather, the administering organiza-
tion only fulfills administrative responsibilities, such as maintain-
ing cleanliness, providing security, supplying amenities for buyers 
and sellers, and managing parking spaces. Since similar policies 
are implemented in both cattle markets, the impact of administra-
tive policies on the study is controlled. 

The administering organization has introduced an electronic ani-
mal e-tagging system. Using the animal electronic e-tagging sys-
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tem, detailed information regarding animal characteristics and 
sales price is gathered at the entrance of the cattle markets. For 
instance, the animals are weighed and inspected when the animals 
enter and exit the cattle market. The use of the electronic animal 
e-tagging system ensures that measurement errors or researcher 

bias are minimized. Classification outcome. In the current study, 
we are going to predict if the sales price for an animal is below the 
mean price of that animal category (i.e., mean price of cow, buffalo, 
sheep, or goat) or not. Variables used in the study are reproduced in 
Table 3. To ease calculations, all data are dummy coded [21].

Table 3: Variables Used in Study

Outcome: Sales price classification (in Local currency)

• Price below mean for the animal category
• Price above mean for the animal category
Animal breed
• Camel
• Buffalo
• Cow
• Goat
• Sheep

Animal weight (average in kg)
• 0-100 kg
• 101-200 kg
• 201-300 kg
• 301-400 kg
• 400 kg and above

Animal gender
• Male
• Female

Sale purpose
• Breeding
• Meat 
• Milk

Spots on the animal?
• Animal has spots
• The animal is without spots

Is animal large?
• No
• Yes

Animal age (in years)
• 0-2 years
• 3-4 years
• 5-6 years
• 7-8 years
• 9-10 years

Distance between owner home and cattle market 
• 0-100 km
• 101-200 km
• 201-300 km
• 301-400 km
• 401-500 km
• 501-600 km

Animal color
• Black
• Brown
• Other
• White

While Table 3 identifies the variables used in the current study, 
Table 4 identifies the mean sale prices for all animal categories 
across the two cattle markets. Table 4 shows that in the S Cattle 
Market, Buffalos had the highest sales price, with an average of 
94,902 Local currency. However, Buffalos in the L Cattle Market 
had a higher average price, with an average price of 100,537 Local 
currency. Cows and Goats sell at slightly higher average prices 
in the S Cattle Market, while Sheep are sold at twice the average 

price in the L Cattle Market. Table 4 shows that around 65% of 
animals are sold below the mean price for that animal type in the S 
Cattle Market, while around 40% of the animals are sold at higher 
than the average price for the animal type in the L Cattle Market. 
Small differences in the average prices between the two markets 
will reveal the ability of the kNN algorithm-based model and the 
Naïve Bayes model in predicting uncertainty in outcomes since no 
two markets are completely similar.
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Table 4: Summary for Sales Price

Outcome: Sales price classification (in Local currency)
S Cattle Market L Cattle Market

Mean sales price for animal category (in Local currency)
Buffalo 94,902.72 100,537.1
Cow 49,920.53 44,256.52
Goat  9,570 6,029.412
Sheep 9,910.448 18,500
Outcome: Sales price classification (in Local currency)
Price below mean for the animal category 65.01% 394

59.5% 200
Price above mean for the animal category 34.9% 212

40.4% 136

Model 1
kNN algorithm. To train the kNN algorithm-based model, features 
are transformed within a standard range, since different feature 
values and different scales can cause some features to strongly 
dominate distance calculations (Deng et al 2016). For instance, 
the maximum distance that the owner travels to the cattle market is 
600 km, while the maximum age of an animal is 10 years. In dis-
tance calculations, distance traveled by owners to the cattle mar-
ket will dominate the calculations. Hence, the data is scaled using 
the minimum-maximum normalization, when the minimum of X 
is deducted from X and divided by the range of X (see Equation 
#9) [21]. As a result, all data now falls within a range of 0 and 1 
(normalized values show how far the feature values are from the 
original value on a scale of 0% to 100%). Each feature now con-
tributes relatively equally to distance calculations.  

The Euclidean distance formula requires feature data in numer-
ic format. As a result, all nominal data are dummy coded, with 0 
and 1 indicating two categories. For instance, 0-100 km distance 
traveled by the animal owner to the cattle market is coded 0, while 
101-200 km distance traveled by the animal owner to the cattle 
market is coded 1. When multiple categories are present (e.g., an-
imal age or sale purpose), simple nominal coding assumes that the 
distance between categories is the same. For instance, values of 0 
(breeding), 1 (milk), and 2 (meat) assume that distance between 
the three categories is the same – a relationship that is likely to 
hold only for ordinal data. Hence, data with multiple categories 
are dummy coded.
             
ID variables. All variables that identify the owners or the animals 
are removed since ID variables cause the algorithms to unique-
ly predict each example and overfit the training data. Since the 
unique IDs are not repeated in the future (i.e. different customers 
enter the market), prediction accuracy decreases, and the predic-
tive models do not generalize well to new data. Hence, all ID vari-
ables are removed.

 kNN algorithm-based model results. The current study predicts 
whether the sales price of an animal is greater than or less than 
the mean sale price for animals in that category. The two cattle 
markets are similar (i.e. animals exchanged are similar) but have 
slight differences owing to customer differences. It is interesting to 
assess how the predictive models work on data that is similar but 
represents different dynamics. By predicting differences between 
actual markets, the kNN algorithm-based model is being tested. 
               
Since the S Cattle Market is better organized and planned com-
pared to the L Cattle Market, buyers and sellers likely feel more 
relaxed and empowered in the S Cattle Market. Since buyers can 
better inspect animals and easily compare with animals offered by 
other sellers, slightly different buyer behavior dynamics are pos-
sible in the S Cattle Market, such as intense bargaining [30,31]. 
Hence, the kNN algorithm-based model is trained using the L Cat-
tle Market data and tested on the S Cattle Market data. Testing the 
predictive accuracy of the kNN algorithm-based model on the S 
Cattle Market data will show how robust the kNN algorithm-based 
model’s predictions are to changing market conditions.

As mentioned before, a rule of thumb to select K (i.e. nearest 
neighbors who are compared to observation) is to set K equal to 
the square root of the observations in the training data [21]. Since 
the L Cattle Market data contains 336 observations, K is set at 
18. The kNN algorithm-based model is tabulated using the “knn” 
function in R studio (package: “class”). The L Cattle Market data-
set contains all dummy coded features as well as the class variable 
(i.e. Price below mean for the animal category/ Price above mean 
for the animal category). The “knn” function is provided with the 
L Cattle Market data for training purposes and the S Cattle Market 
data for testing purposes. The “knn” function will apply learning 
from the L Cattle Market dataset to the S Cattle Market dataset. 
However, the S Cattle Market dataset does not contain the class 
labels (i.e. Price below mean for the animal category/ Price above 
mean for the animal category), since the kNN algorithm-based 
model will predict class labels for the S Cattle Market dataset 
based on learning from the L Cattle Market dataset.
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In the final step, the predictive accuracy of the kNN algo-
rithm-based model is assessed. The predicted class values of the 
kNN algorithm-based model (i.e. Price below mean for the animal 
category/ Price above mean for the animal category) are compared 

with the actual class values from the S Cattle Market dataset. A 
cross-table (package: “gmodel”) compares the output between the 
predicted class values and the actual class values.

Table 5: Predicted vs Actual Class values: kNN algorithm-Based Model

Outcome: Sales price classification (in Local currency)
(0) Price below mean for the animal category
(1) Price above mean for the animal category
Total Observations:  606 (S Cattle Market)
kNN algorithm-based model predictions
Actual class values 0 1 Row Total
0 True Negative

350
(88.8 % of row values)
(80.6 % of column values)
(57.8 % of total values)

False Positive
44
(11.2 % of row values)
(25.6 % of column values)
(7.3 v% of total values)

394
(65 % of total values)

1 False Negative
84
(39.6 % of row values)
(19.4 % of column values)
(13.9 % of total values)

True positive
128
(60.4 % of row values)
(74.4 % of column values)
(21.1 % of total values)

212
(35% of total values)

Column Total 434 (71.6 % of total values) 172 (28.4 % of total values) 606

Table 5 shows the proportions of values that fall into four catego-
ries. True negative values represent values (80.6%) for which the 
“Price below mean for the animal category” is correctly identified 
by kNN algorithm-based model. Conversely, the true positive rep-
resent values (74.1%) for which the “Price above mean for the 
animal category” is correctly identified by kNN algorithm-based 
model. However, 19% of the “Price above mean for the animal 
category” are wrongly classified as “Price below mean for the 
animal category” (false negative), while 25.6% of “Price below 
mean for the animal category” are classified as “Price above mean 
for the animal category” (false positive). In sum, the kNN algo-
rithm-based model is better at predicting “Price below mean for 
animal category” (80.6%) compared to “Price above mean for the 
animal category” (74.1%). The total number of prediction mis-
takes is 21% (i.e. (84+44)/606).

As a whole, the model is quite predictive. If the kNN algo-
rithm-based model has higher predictive accuracy than the Naïve 
Bayes model, results show that distance-based calculations better 
capture and predict complex market developments when com-
pared to probability-based models. Hence, complex developments 

are better captured with simpler models. In the next step, the pre-
dictive power of the probability-based model (i.e. the Naïve Bayes 
model) is assessed.

Model 2
Naïve Bayes. The Bayes Theorem is calculated using the “naive-
Bayes” function in R studio. In stage 1, the Naïve Bayes model is 
trained using the L Cattle Market dataset (similar to the kNN al-
gorithm-based model). However, as mentioned previously, to rule 
out the possibility of non-occurring events in nullifying evidence 
from occurring events, the Laplace estimator value is set to 1. In 
the second stage, similar to the kNN algorithm-based model, the 
S Cattle Market dataset is provided for testing the accuracy of the 
Naïve Bayes model (without class labels). In the final stage, the 
predictive accuracy of the Naïve Bayes model is assessed. The 
predicted class values of the Naïve Bayes model (i.e. Price below 
mean for the animal category/ Price above mean for the animal 
category) are compared with the actual class values from the S 
Cattle Market dataset. A cross-table (Table 6), similar to the one 
for the kNN algorithm-based model, compares the output between 
the predicted class values and the actual class values.
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Table 6: Predicted vs Actual Class values: Naïve Bayes Model

Outcome: Sales price classification (in Local currency)
(2) Price below mean for the animal category
(3) Price above mean for the animal category
Total Observations: 606 (S Cattle Market)
Naive Bayes predictions
Actual class values 0 1 Row Total
0 True Negative

373
(80 % of row values)
(94.7 % of column values)
(61.6 % of total values)

False Positive
93
(20 % of row values)
(43.9 % of column values)
(15.3 % of total values)

466
(76.9 % of total values)

1 False Negative
21
15 % of row values)
(5.3 % of column values)
(3.5 % of total values)

True positive
119
85 % of row values)
(56.1 % of column values)
(19.6 % of total values)

140
(23.1 % of total values)

Column Total 394(65 % of total values) 212
(35 % of total values)

606

Table 6 shows the proportions of values that fall into four catego-
ries. True negative values represent values (94.7 %) for which the 
“Price below mean for the animal category” is correctly identified 
by the Naive Bayes model. Conversely, the true positive represent 
values (56.1 %) for which the “Price above mean for the animal 
category” is correctly identified by the Naive Bayes model. How-
ever, only 5.3 % of the “Price above mean for the animal category” 
are wrongly classified as “Price below mean for the animal catego-
ry” (false negative), while 43.9 % of “Price below mean for the an-
imal category” are classified as “Price above mean for the animal 
category” (false positive). In sum, the Naive Bayes model is better 
at predicting “Price below mean for the animal category” (94.7 %) 
compared to “Price above mean for the animal category” (56.1 %). 
The total number of prediction mistakes is 18.8 % (i.e.21+93/606).

Compared to the kNN algorithm-based model’s prediction error 
rate (21%), the Naïve Bayes model has a smaller error rate (18.8 
%). However, wide differences are observed in the error rates. 
For instance, the kNN algorithm incorrectly classified 19% of the 
“Price above mean for the animal category” as “Price below mean 
for the animal category” (false negative) and 25.6% of “Price be-
low mean for the animal category” as “Price above mean for the 
animal category” (false positive). The proportion of total errors 
across both categories is almost similar. In contrast, the Naïve 
Bayes method has a very high error rate (43.9 %) in predicting 
“Price above mean for the animal category”, and very few errors 
(5.3 %) in predicting “Price below mean for the animal category”. 
Hence, errors are largely prevalent in a single category using the 
Naïve Bayes method, whereas the errors are similarly distributed 
across both categories using the kNN algorithm-based model.

Discussion
Results from Model 1 and Model 2 show that both the kNN al-

gorithm-based model and the Naïve Bayes model make approx-
imately 80% correct predictions. However, wide differences are 
observed in prediction accuracy across the two outcome classes: 
“Price below mean for the animal category” and “Price above 
mean for the animal category”. The kNN algorithm-based model 
incorrectly predicts around 20% of values for both the outcome 
classes. However, the Naïve Bayes model has disproportionately 
high prediction errors for “Price above mean for the animal cat-
egory”. The question that arises is, is the kNN algorithm-based 
model more accurate, or is the Naïve Bayes model more accurate? 
Considering total errors alone shows that the Naïve Bayes mod-
el has a smaller error rate (18.8%) compared to the kNN algo-
rithm-based model (21%). However, given the high error rate of 
the Naïve Bayes in predicting “Price above mean for the animal 
category”, the Naïve Bayes is less dependable in making predic-
tions when market dynamics change.

A simple explanation can unravel the Naïve Bayes model’s lack 
of predicting “Price above mean for the animal category” accu-
rately. The Naïve Bayes model is trained on the L Cattle Market 
data and tested on the S Cattle Market data. Although both markets 
trade similar animals (e.g. cows, buffalos, goats, sheep), market 
dynamics differ due to variations in buyer/seller behaviors. For 
instance, in one market, buyers aggressively bargain and reduce 
seller profits, whereas in another market buyers bargain relatively 
less and allow sellers to charge relatively higher prices. The Naïve 
Bayes model cannot incorporate information when market dynam-
ics change, even to a small extent. The Naïve Bayes model relies 
on past data to predict future events. However, if past data does not 
contain information about certain events, such as buyers bargain-
ing relatively less, the Naïve Bayes Theorem cannot incorporate 
such information in predictions. Relying on past events to predict 
future events is a disadvantage when market dynamics change.
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On the other hand, the kNN algorithm-based model is better at 
predicting outcomes. Unlike the Naïve Bayes model, the kNN al-
gorithm-based model does not rely on past events to predict future 
outcomes. Rather, the kNN algorithm-based model treats features 
as points on a multi-dimensional space and calculates the distance 
between the features. The kNN algorithm-based model charts dis-
tance between values, finding patterns, and then classifies based 
on observations that have minimum distances. Since no past event 
data is used, the kNN algorithm-based method is more flexible 
in incorporating newer information. Since consumer habits, even 
though changing, will follow a certain pattern, the kNN algo-
rithm-based method will use patterns to classify observations with 
higher accuracy compared to the Naïve Bayes model. The ability 
of the kNN algorithm-based model to accurately predict class val-
ues reflects the robustness of the kNN algorithm-based model. 

The ability of the kNN algorithm-based model to accurately pre-
dict has implications. Firstly, marketing researchers can supple-
ment experimental data results with the kNN algorithm-based 
models to determine the predictive accuracy of experimental vari-
ables across different situations. 

For instance, if several experiments are conducted, data from 
several experiments can be divided into test and train datasets to 
determine how well variables explain outcomes across different 
situations. Using the kNN algorithm-based models to validate ex-
perimental data findings will help generalize study findings and 
add robustness to the results. Currently, most marketing research 
focuses on explaining a single dataset without generalizing the 
study results. The kNN algorithm-based models can increase the 
generalizability of results.

Secondly, the kNN algorithm-based models are simple to use and 
require little effort to tabulate. Marketing researchers will expend 
minimum effort and benefit from accurate and robust results. Third-
ly, adding the kNN algorithm-based models in research results will 
add diversity in estimation methods. Currently, marketing research 
heavily relies on the use of probabilistic methods, such as ANO-
VA and regression [9]. Supplementing marketing research with a 
non-probabilistic method, such as the kNN algorithm-based mod-
el, will increase diversity and compare the results of probabilistic 
and non-probabilistic methods. Deviations in results reveal inter-
esting insights and point out areas that require greater attention 
(e.g., prediction accuracy might decrease for certain variables, in-
creasing the need for greater investigation).

In sum, marketing research will greatly benefit by supplementing 
existing models with the kNN algorithm-based models and pro-
ducing generalizable results.

Limitation and Future Research
The present study suffers from several limitations. Firstly, the pres-
ent study considers a Laplace estimator of 1 for the Naïve Bayes 
Model and K value of 18 for the kNN algorithm-based model. 
Prediction accuracy can change if the Laplace estimator value or 

the K value is changed. Hence, future studies can manipulate the 
Laplace estimator values and the K values to determine which K 
and Laplace values produce the most accurate predictions. Sec-
ondly, the data available for both cattle markets does not contain 
information about buyer or seller habits or behaviors. Information 
on buyer or seller habits or behaviors can help establish criteria 
for different dynamics across the two cattle markets. Although the 
current data from both the cattle markets are adequate for the cur-
rent study, future research can include detailed data that measures 
differences in market dynamics.

Thirdly, the current study compares the predictive accuracy of two 
commonly used methods, the kNN algorithms, and the Bayes The-
orem. Other methods to compare predictive accuracy can be in-
cluded. For instance, complex machine learning techniques, such 
as Neural Networks or Support Vector Machines, can be used. 
Complex machine learning techniques can increase predictive ac-
curacy by dividing algorithms into groups (or nodes) that make 
independent decisions. However, if the groups (or nodes) make 
wrong predictions, the algorithm penalizes such groups (or nodes), 
increasing predictive accuracy. Future research can consider com-
plex machine learning techniques [32,33].
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