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Abstract
Hepatitis is a viral infection that causes inflammation of the liver. However, other factors can cause the disease, including 
secondary effects from drugs, toxins, alcohol, and autoimmune hepatitis. The autoimmune form of the disease occurs when 
the body produces antibodies against the liver tissue, and many people worldwide are affected by it. Various clinical factors 
and parameters are examined in diagnosing hepatitis disease, which is analyzed by performing various tests of these factors 
and parameters. As a result of the vastness of the parameters under examination, it is challenging and complicated for 
the experts in this field to perform the analysis process on these parameters on a large scale. Healthcare experts can now 
identify the factors influencing the death rate of patients with high speed and accuracy thanks to emerging technologies such 
as machine learning, which is a subset of artificial intelligence. In this study, KNN and SVM machine learning techniques 
were used to analyze the positive effect of clinical parameters such as LIVER BIG, LIVER FIRM, SPLEEN PALPABLE, and 
ANOREXIA on patients' survival or death rates. This study investigates and analyzes the results of the implementation in two 
parts. The first part deals with determining the positive impact of these clinical parameters on the death and survival rate 
of patients, and the second part examines the performance of machine learning techniques based on the evaluation criteria 
of accuracy (ACC), error rate (ERR), specificity (SPE), and negative prediction value (NPV).Based on the implementation 
finding of machine learning techniques on data related to hepatitis patients, it has been determined that patients with 
positive LIVER BIG, LIVER FIRM, SPLEEN PALPABLE, and ANOREXIA clinical parameters can have a high chance 
of survival. On the other side, The SVM technique outperformed the KNN technique by ACC 94.05%, ERR 16.02%, SPE 
93.07%, and NPV 85.7% in an analysis of the performance of machine learning techniques.
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1. Introduction
Using computers simultaneously with technological advances in 
various disciplines has established the foundation for creating 
digital information that can be stored as valuable data in data 
warehouses under suitable structures [1]. Data storage in the data 
warehouse can be considered the first phase of using the generat-
ed data; therefore, this stored data should be utilized. This enor-
mous volume of information is beyond the capacity of human 
beings to process and use, as it contains hidden relationships and 
patterns that can only be analyzed and used by using technolo-
gies developed explicitly for this purpose. Using these analyses 
can be considered as planning and decision for the future, which 
can lead to significant results [2]. Hence, data analysis technolo-
gy is one of the most critical and practical technologies to facil-
itate knowledge discovery. For this purpose, Machine Learning 
(ML) technology is used in information analysis [3]. The field of 
application of ML cannot be limited to one or two fields because 
this technology can be used wherever there is data, and it can 
be used for data analysis. Still, the data related to the healthcare 
field that is very sensitive and critical also can be analyzed and 

explored [4]. In the analysis of healthcare domain data, it should 
be noted that since these data pertain to human health, the results 
should be accurate and reliable if ML techniques are applied 
[5]. A ML technique applied to patient data can be used to find 
hidden patterns and information within them [6]. Finding accu-
rate results can reduce detection duration, reduce cost imposed, 
improve the treatment process, and increase patients' survival 
chances [7]. Considering the wide variety of existing ML tech-
niques, it is necessary to choose techniques that can provide re-
sults with appropriate precision and accuracy; therefore, it is es-
sential to notice a variety of factors for the choice of a technique 
that can provide information with a high degree of accuracy and 
sensitivity, along with robust analysis [8]. Hence, to apply ML 
techniques to the health field, it is necessary to use techniques 
that display the accuracy and correctness of the results at the 
highest level possible so that the results can be verified [9]. In 
light of the importance of the results obtained from applying 
ML techniques to healthcare data, it is essential to select reliable 
techniques when presenting the results [10]. Comparing these 
techniques is necessary to select a technique that will provide re-
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liable and proper performance. The comparison of techniques is 
made through measurement criteria. A technique that can show 
acceptable results using these criteria and provides a more ap-
propriate performance than other techniques can be selected as 
the superior technique. In the decision-making process, the re-
sults of that technique can be trusted [11]. This study examines 
factors and symptoms such as ANOREXIA, BIG LIVER, FIRM 
LIVER, and PALPABLE SPLEEN under ML techniques to de-
termine their effect on diagnosing hepatitis. On the other hand, 
the second aim of this research is to compare the performance 
of two K-nearest neighbor (KNN) ML techniques and Support 
vector machine (SVM) based on four criteria: accuracy (ACC), 
error rate (ERR), specificity (SPE), and negative prediction val-
ue (NPV), which, finally, a technique with a better performance 
also be selecting.

2. Related Work
In light of the advancement of science and the emergence of ad-
vanced technologies, it can be said that technology has become 
a priority in all fields due to simplifying and making problem 
solving more straightforward and accessible. Technology has 
become an integral part of every field, and this characteristic is 
not restricted to one particular field. Healthcare is one of the 
many fields in which humans have always been involved, and 
the experts in this field have always sought to improve the qual-
ity of life of their patients. To improve the quality of human life, 
these experts have always aimed to prevent, increase the speed 
of disease diagnosis, reduce the cost of diseases, and slow down 
the process and growth rate of diseases. As technology has ad-
vanced in this field, it has also led to various benefits, such as 
the developing of advanced surgical instruments and various 
diagnostic tests. Hence, this has contributed to improving the 
quality of life of patients. ML technology is one of a variety 
of technologies that, through exploring patient-related informa-
tion and discovering the relationships between the information, 
create patterns that provide experts in this field with a strategic 
perspective for achieving patterns based on the relationships 
discovered between the information. Because of these patterns, 
they can diagnose or predict diseases more quickly, reducing 
costs for the patient and improving hope that they will recover 
more quickly. Hence, it is natural that experts would benefit from 
the ability to gain information with high accuracy and precision. 
Therefore, the strategy for making models and introducing the 
best performance must be reliable. Therefore, ML experts have 
recently attempted to analyze patient data in collaboration with 
medical experts. Rajeswari and Reena [2010] proposed a new 
approach and implemented it on data on individuals with liver 
problems. They achieved a new model with the desired level of 
prediction accuracy. By implementing their proposed method on 
345 samples of data pertaining to patients with liver problems, 
they could accurately predict the causes of liver problems [12]. 
Nguyen et al. [2007] proposed a novel method by which they 
could significantly enhance the accuracy of the predicted model 
compared to other methods. They applied their proposed method 
to the dataset of patients with hepatitis disease. Based on the con-
structed prediction models, they could finally identify the factors 
influencing the incidence of hepatitis accurately. The findings of 
their study will significantly aid physicians in reducing the time 

required to diagnose diseases [13]. A study conducted by Kim et 
al. [2007] applied support vector machine (SVM) and decision 
tree ML techniques to liver disease patient data. Their under-
standing of the liver's sensitivity enabled them to anticipate the 
likelihood that this sensitivity may evolve into chronic hepatitis. 
In light of the results of this research, physicians will be able 
to detect hepatitis in susceptible patients with liver problems 
more quickly, resulting in a significantly higher chance of pa-
tient survival [14]. Radwan et al. [2013] utilized a wide variety 
of techniques for ML based on decision trees to analyze the data 
of patients with hepatitis. By creating models, they could pre-
dict the outcomes of using antiviral drugs for hepatitis and the 
complications that occurred as a result. This research can lead to 
a reduction in the costs imposed on the patient and an increase 
in the recovery process of the disease [15]. Yokoi et al. [2005], 
implementing ML techniques on the information obtained from 
the urine tests of patients with hepatitis and analyzing the re-
sults, were able to achieve a model that can assist experts in 
the field of hepatitis treatment and the treatment process of this 
disease accelerate [16]. Sato et al. [2002] accomplished patterns 
by implementing the decision tree technique on the information 
of hepatitis patients and analyzing the obtained results. Then, 
by combining the obtained patterns, these researchers were able 
to achieve a mechanism that could make the work of experts 
very easy because to obtain such results through testing, experts 
needed to perform very hard and long-term tests, so the process 
of diagnosing hepatitis can be done more quickly [17]. 

3. Implementation Process
One of the fundamental challenges in ML technology is choos-
ing a technique appropriate for the field of activity. Specifically, 
when the data is related to healthcare, the significance of the 
results is doubled as experts make decisions about how to treat 
or diagnose diseases based on this information, which can di-
rectly impact an individual's health. So it is essential to select 
techniques that can provide the highest level of confidence and 
correctness in the obtained results to combine the correct deci-
sion of the situation with the best analysis of the situation and 
to obtain the best possible result. During this research, we have 
attempted to select two k-nearest neighbor techniques and SVM 
for selecting these two techniques. The reason for this was the 
widespread use and the high quality of the analyses provided by 
these two techniques, which can be considered the reason for the 
choice. An SVM is a ML algorithm that can be applied to regres-
sion and classification problems and has a supervised approach. 
Due to its robustness, it is commonly used to solve classification 
problems. This algorithm first represents the data points in an 
n-dimensional space. Based on statistical approaches, the algo-
rithm determines the best line that distinguishes between the var-
ious classes in the data. [18]. The K-nearest neighbor technique 
divides the data into groups based on their characteristics. When 
a new sample is being examined, this sample is placed in the 
group most similar to the sample currently under examination. 
This technique provides an example of a simple data classifica-
tion technique. Hence, using the K-nearest neighbor technique, 
the accuracy of the analysis results can be enhanced by placing a 
new sample in the classification close to that of the previous data 
and using the classification information from the previous data 
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[19]. 'Hepatitis' in the dictionary refers to liver swelling, which 
can be caused by various factors, such as smoking, drinking al-
cohol, or using chemical substances. It is essential to point out 
that hepatitis can have different types, among which there are 
the following:
• Hepatitis type A
• Hepatitis type B
• Hepatitis type C
It is possible to distinguish different types of Hepatitis based on 
the type of virus responsible for inflaming and swelling the liver. 
People can protect themselves from contracting Hepatitis type A 
and Hepatitis type B diseases by vaccinating themselves against 
them. However, people cannot be protected against contracting 
Hepatitis type C disease through vaccination as no vaccine is 
available. As a result, a person could contract two or more types 
of Hepatitis simultaneously. The transmission of hepatitis type 
C is through blood directly or through tattoos, drug use, or tradi-
tional medicine. Hepatitis type C is considered one of the most 
dangerous types of Hepatitis [20]. The data used in this research 
are related to 150 patients with hepatitis. A prestigious university 
in the United States, the University of California at Irvine, has 
made it available on the Kaggle website. This information can 
be classified into different categories based on its content, and 
this dataset provided information about gender and the mortal-
ity rate for those individuals who have undergone these tests. A 
preliminary analysis of some important and influential factors 
has been conducted in this study to examine their impact on the 
survival and death of individuals with hepatitis disease. In this 
study, novel technologies, such as machine learning, are used 
to predict the probability of survival or death for patients with 
hepatitis while assessing the effectiveness of the proposed tech-
niques based on the defined measurement criteria. Information 
obtained from the patients includes various agents and factors 
examined during the examination. Due to the diversity of exist-
ing factors and various examinations, it has been attempted to 
focus on four factors out of the various factors available in the 
patients' information as the factors that will be analyzed in this 
study. A patient's survival or death depends on the factors select-
ed, which can also be called variables. Essentially, these factors 
are examined concerning the mortality or survival of individuals 
with hepatitis. As a result of the selection process, the following 
factors were considered: 
• Anorexia 
• Liver Big 
• Liver Firm (fatty liver) 
• Palpable Spleen
A diagram illustrating the implementation process is shown in 
Figure 1.

3.1 Primary Processing
ML techniques require formal and standardized information 
structures to function correctly and optimally. Consequently, the 
data related to hepatitis patients are not exempt from this rule. 
They should have a structure appropriate to the techniques used 

in the ML process to be effective. In light of this, modifying the 
initial raw data is necessary.

3.1.1 Standardization of Patient Information
The ML techniques selected for this research are supervised 
learning techniques based on classification approaches, so it is 
necessary to organize and display the information on hepatitis 
patients in columns and rows. However, because this informa-
tion contains a primary structure, it must be modified to obtain 
the desired result with just a small amount of modification. In 
other words, it turned them into a standard format.

3.1.2 Convert the Results into P and N
The patients' information relates to the tests that they underwent. 
After converting the data to the basic standard form, some chang-
es need to be made to the values of some features. The results 
of these tests are displayed as numbers. As these numbers have 
values of 2 and 1, the results of these tests are either positive or 
negative, according to the explanations given in connection with 
the information provided by the patient's test. In other words, 
when a value of 1 is placed in front of a variable, it indicates that 
the patient's test result for that variable was negative; on the oth-
er hand, when placed in front of a variable of value 2, it indicates 
that the patient's test result was positive. Therefore, to utilize 
optimally and increase the performance of ML techniques and to 
increase the readability and more straightforward understanding 
of the results, we have substituted the values of P and N, which 
represent positive and negative values, respectively, instead of 
the values of 2 and 1.

3.2 Feature Selection and Data Preparation
Available information on patients includes all types of exam-
inations. In order to prepare for the implementation of ML tech-
niques, due to a large number of experiments and the extent of 
clinical parameters tested, it is necessary to select some clinical 
parameters in the form of required features and factors for anal-
ysis.

3.2.1 Features Selection
A total of 20 clinical parameters have been analyzed and checked 
in the dataset of hepatitis patients. In other words, 20 clinical pa-
rameters have been analyzed and checked for hepatitis disease. 
In light of the fact that all of these clinical parameters are of 
relatively not equal importance; therefore, it is to examine them 
outside this research's scope. Hence, this research has attempted 
to select only four experimental and critical clinical parameters, 
and in the following, ML techniques are used to examine and 
analyze their effect on the death or survival of patients, and the 
results will be analyzed. The reason for choosing these four pa-
rameters, which can also be called factors or features, is that they 
have the most significant impact on the treatment process of the 
affected people in terms of their importance, frequency, and ef-
fectiveness. Table 1 illustrates the selected parameters.
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Table 1. Features selection 

Values Properties 

Death LIVE CLASS 

N(Negative) P (Positive) ANOREXIA 

N(Negative) P (Positive) LIVER BIG 

N(Negative) P (Positive) LIVER FIRM 

N(Negative) P (Positive) SPLEEN PALPABLE 

 

3.2.2 Placement of missing values 

Among the features selected as main variables, some fields in some experiments do not have 

values; therefore, the absence of these values can impact the results and analyses resulting from 

implementing ML techniques. It is possible to complete these empty fields using the methods 

provided to eliminate the effects caused by the absence of some values. Many methods have 

been proposed for filling the empty fields; however, the averaging method has been used in this 

study. The empty fields in columns are completed by averaging the values of all fields in the 

column related to the selected feature. Table 2 shows the missing values in each of the selected 

features. 

Table 2. Missing values for selected features 

Missing Values Features 

7 SPLEEN PALPABLE 

14 LIVER FIRM 

13 ANOREXIA 

9 LIVER BIG 
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3.2.2 Placement of Missing Values
Among the features selected as main variables, some fields in 
some experiments do not have values; therefore, the absence of 
these values can impact the results and analyses resulting from 
implementing ML techniques. It is possible to complete these 
empty fields using the methods provided to eliminate the effects 

caused by the absence of some values. Many methods have been 
proposed for filling the empty fields; however, the averaging 
method has been used in this study. The empty fields in columns 
are completed by averaging the values of all fields in the column 
related to the selected feature. Table 2 shows the missing values 
in each of the selected features.

Table 2: Missing Values for Selected Features

3.3 Modeling Process
After the data preparation stage, data modeling can be introduced 
as a main part of the ML implementation process. In this stage, 
ML techniques will be implemented on data whose structure is 
appropriate and standard. Modeling by ML techniques will in-
volve obtaining prior knowledge and using this prior knowledge 
to make a new model. In light of this, it is possible to say that 
there will always be two components involved in the implemen-
tation of ML techniques, which include a part of the data used to 
teach the techniques and a part of the data used to make predic-
tions based on their learning from the previous training. Hence, 
the more knowledge a ML technique has of datasets, the more 
accurate and reliable his or their predictions will be.

3.3.1 Selection and Implementation of Ml Techniques
Due to the vast number of available ML techniques, selecting 
techniques appropriate for the desired target is necessary before 
applying them to the dataset. On another side, it is necessary 
to prepare the data according to the selected techniques. In this 
research, the selected techniques are classification-based super-

vised techniques. Hence, the data should be organized based on 
these two techniques.

3.3.2 Model Creation
After preparing the data and choosing the appropriate tech-
niques, it is necessary to implement the selected techniques on 
the data for the modeling process. Hence, this is the final stage in 
the implementation process for machine learning. In this stage, 
a ML model can be obtained by implementing ML techniques 
on the prepared data, resulting in a result. An analysis of the 
obtained results will be presented in this section. The analysis of 
the obtained results consists of two parts. The first part predicts 
the impact of the selected characteristics on the mortality rate of 
hepatitis patients. The second section will evaluate the efficiency 
of the ML techniques and introduce a more efficient technique. 
As a result, evaluation criteria can be used to assess the ML tech-
niques' performance. Hence, this research has tried to use crite-
ria such as ACC, ERR, SPE, and NPV to check ML techniques' 
performance. These criteria will assess the performance of two 
KNN and SVM techniques.
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3.3.2.1 Specificity
An essential criterion in assessing the performance of ML tech-
niques is specificity. As a result, to calculate the SPE criterion, 
the number of times the model true negative cases model cor-
rectly predicted the class is divided by the total number of false 
positive and true negative cases predicted. In this case, this eval-
uation criterion is calculated according to Equation 1 [21].

3.3.2.2 Accuracy
The accuracy criterion is among a model's most essential and 
commonly used evaluation criteria. As a result, to calculate the 
ACC criterion, the number of times the model correctly predict-
ed the class is divided by the number of times the class was 
predicted .Hence, this evaluation criterion is calculated using 
Equation 2 [22].

3.3.2.3 Negative Prediction Value
NPV, or negative prediction value, is a widely known evaluation 
criterion. NPV is obtained by calculating the ratio of predicted 
true negative cases to the total of predicted true negative and 
false negative cases. This evaluation criterion is calculated ac-
cording to Equation 3 [23].

3.3.2.4 Error rate
The error rate evaluation criterion is the inverse of the correct-
ness criterion's performance. Hence, to calculate the ERR crite-
rion, the number of cases whose classes are incorrectly predicted 
is divided by the total number of cases predicted by the model. 
In other words, the ERR criterion is calculated by subtracting 
the accuracy criterion value from the numerical value of 1. This 
evaluation criterion is calculated using Equation 4 or 5 [24].

The constituent components of equations 1 through 4 represent 
predictions reached by techniques implementation on samples 
and created models. Those parameters are as follows:
• TP: Positive samples True identified. 
• TN: Negative samples True identified. 
• FP: Positive samples False identified. 
• FN: Negative samples False identified. 
• 
3.4 Results Analysis
The purpose of implementing this research is to assess the ef-
fect of the selected characteristics on the mortality rate of people 
with hepatitis. Therefore, each characteristic is analyzed individ-
ually. By using evaluation criteria, it attempted to examine and 
analyze the performance of ML techniques and to introduce a 
technique with superior performance. Therefore, at this stage, it 
is attempted to analyze the obtained results.
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4. Implementation Findings
In this section, in the beginning, has attempted to evaluate the 
results of the implementation of the two techniques of the KNN 
and the SVM on the four characteristics of ANOREXIA, LIV-
ER BIG, LIVER FIRM, and SPLEEN PALPABLE. This section 
includes two types of answers and will be analyzed. In the first 
type of answer, we examine the positive impact that each of the 
four characteristics ANOREXIA, LIVER BIG, LIVER FIRM, 
and SPLEEN PALPABLE, has on the survival of a person with 
hepatitis. As a type of the second answer, we will discuss the 
performance results of the implemented techniques, which are 
evaluated according to the four criteria of ACC, ERR, SPE, and 
NPV, and introduce a technique that has demonstrated a higher 
level of performance. Several conditional parameters are con-
sidered in this section to evaluate the effect of the selected char-
acteristics on the mortality rate due to hepatitis disease. If the 
features meet those conditional parameters, they are known as 

features with a positive impact rate. In other words, the affected 
person can survive when the examination result is positive. The 
defined condition parameters for this research are the confidence 
interval value of 80% and the support value of 50%. The rea-
son for choosing a value of 80% for the confidence interval can 
be seen because of the high sensitivity of the decision-making 
process in the field of healthcare, and considering the issue of 
human health, it is necessary to consider a high confidence inter-
val, so that the results obtained from accuracy and have enough 
confidence. The support value of 50% means that when, out of 
the 150 available samples, the desired characteristic is detected 
as positive in at least 76 cases, the individual is likely to survive 
most of the time. As a result, the person still has a chance of sur-
vival if they obtain a positive score for this characteristic in the 
tests. In Table 3, the status of the selected variables in the 150 
existing samples is presented.
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4.4 Liver Firm Feature
As a result of implementing ML techniques on the data set of 
people with hepatitis, the results indicate a high probability of 

survival for people diagnosed with a positive LIVER FIRM trait 
in their examinations following successful treatment for hepati-
tis, as shown in Figure 5.
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5. Analyzing Ml Techniques
Based on the results obtained from the implementation of ma-
chine learning techniques on the clinical parameters LIVER 
BIG, LIVER FIRM, SPLEEN PALPABLE, and ANOREXIA, 

as well as the evaluations based on ACC, ERR, SPE, and NPV, 
it can be concluded that in all implementations, the SVM tech-
nique performed better than the KNN technique in predicting the 
survival of patients with hepatitis, as shown in Figure 6.
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Figure 6: Evaluating the Performance Of Knn And Svm Techniques in Predicting Patient Survival in Cases Of Liver Big, Liver 
Firm, Spleen Palpable, and Anorexia Positivity Clinical Parameters Using Acc, Err, Spe, and Npv Evaluation Criteria.
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Based on all the evaluations conducted, it is evident that the SVM technique performs better than the KNN technique, as shown in 
Figure 7.
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6. Conclusion
Hepatitis disease has a high mortality rate, and patients must 
undergo various examinations to monitor their condition. The 
examinations conducted have a wide range of clinical parame-
ters. For scientists and health care professionals, examining the 
effects of each of these parameters on patient survival or death 
can provide valuable information and enable them to determine 
the appropriate type of treatment, treatment process, and even 
the appropriate level of care for the patient. Achieving such 
information would be an extremely difficult and time-consum-
ing task for professionals. Machine learning technology is an 
emerging technology that takes its power from artificial intel-
ligence. Hence, in sensitive areas such as healthcare, machine 
learning technology can be highly effective in the decision-mak-
ing processes of healthcare professionals. This study analyzes 
the positive effect of clinical parameters like LIVER BIG, LIV-
ER FIRM, SPLEEN PALPABLE, and ANOREXIA on patients' 
survival or death rate by SVM machine learning techniques and 
KNN. The results of the analysis of the implementations are ex-
amined in two parts. The clinical parameters are examined in 
the first part to determine their positive impact on patient sur-
vival and death rates. In the second part, machine learning tech-
niques are assessed by evaluating their performance based on 
ACC, ERR, SPE, and NPV. According to the implementation of 
machine learning methods on patient data with hepatitis, it has 
been determined patients with the LIVER BIG, LIVER FIRM, 
SPLEEN PALPABLE, and ANOREXIA clinical parameters can 
have a high chance of survival rate. Based on an analysis of the 
performance of the machine learning techniques, the SVM tech-
nique performed far more effectively than KNN in terms of ACC 
94.05%, ERR 16.02%, SPE 93.07%, and NPV 85.7%. A more 
thorough analysis of another clinical parameter and using more 
powerful techniques like neural networks can cause more accu-
rate results, and the resulting models will have more excellent 
reliability and effectiveness for healthcare professionals.

References
1. Ng, R. T., & Pei, J. (2007). Introduction to the special issue 

on data mining for health informatics. ACM SIGKDD Ex-
plorations Newsletter, 9(1), 1-2.

2. Soni, J., Ansari, U., Sharma, D., & Soni, S. (2011). Pre-
dictive data mining for medical diagnosis: An overview of 
heart disease prediction. International Journal of Computer 
Applications, 17(8), 43-48.

3. Wu, X., Kumar, V., Ross Quinlan, J., Ghosh, J., Yang, Q., 
Motoda, H., ... & Steinberg, D. (2008). Top 10 algorithms in 
data mining. Knowledge and information systems, 14, 1-37.

4. Padhy, N., Mishra, D. P., & Panigrahi, R. (2012). The sur-
vey of data mining applications and feature scope. arXiv 
preprint arXiv:1211.5723.

5. Wu, X., Zhu, X., Wu, G. Q., & Ding, W. (2013). Data min-
ing with big data. IEEE transactions on knowledge and data 
engineering, 26(1), 97-107.

6. Delen, D., Walker, G., & Kadam, A. (2005). Predicting 
breast cancer survivability: a comparison of three data min-
ing methods. Artificial intelligence in medicine, 34(2), 113-
127.

7. Glover, S., Rivers, P. A., Asoh, D. A., Piper, C. N., & Murph, 
K. (2010). Data mining for health executive decision sup-
port: an imperative with a daunting future!. Health Services 
Management Research, 23(1), 42-46.

8. Gharehchopogh, F. S., Molany, M., & Mokri, F. D. (2013). 
Using artificial neural network in diagnosis of thyroid dis-
ease: a case study. International Journal on Computational 
Sciences & Applications (IJCSA) Vol, 3, 49-61.

9. Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996). 
From data mining to knowledge discovery in databases. AI 
magazine, 17(3), 37-37.

10. Maroco, J., Silva, D., Rodrigues, A., Guerreiro, M., Santa-
na, I., & de Mendonça, A. (2011). Data mining methods in 
the prediction of Dementia: A real-data comparison of the 
accuracy, sensitivity and specificity of linear discriminant 
analysis, logistic regression, neural networks, support vec-

https://doi.org/10.1145/1294301.1294305
https://doi.org/10.1145/1294301.1294305
https://doi.org/10.1145/1294301.1294305
https://d1wqtxts1xzle7.cloudfront.net/79534142/5a18f6653b56138cd5196d20e2f39de189e3-libre.pdf?1643134002=&response-content-disposition=inline%3B+filename%3DPredictive_Data_Mining_for_Medical_Diagn.pdf&Expires=1687957995&Signature=BYJ7onZC7F5RDAaaHMUou~l8EzL-KeitaqMLLWxwFWVzRYkor9FO~CwBKMzXwuszV~FCwycERWYw83IrwZolaqFe-ijouT4K2Z3rh7TjSNWwDQ4CgWaeJJsfZFqRzYViI9rUsNRqcuOmy-fXkcoTG4WMx3eouMxY-6quhmU32qjfHk9ZkQB5YYuiM~ua5F2-hd0pQ0tLW~AsskzHUsaOHJ30YmE7kq~ueRiyqnqZ2IT0TpaxsWS8CfGY0q6Zsr3rE0meYq~d5zDkfec3ua504~lE6whyESZ-CtXQ3FjRJk5UaHlJMAR3I49P~3H5~0jL7ITCxM8tsKld-0HhwMNUgw__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/79534142/5a18f6653b56138cd5196d20e2f39de189e3-libre.pdf?1643134002=&response-content-disposition=inline%3B+filename%3DPredictive_Data_Mining_for_Medical_Diagn.pdf&Expires=1687957995&Signature=BYJ7onZC7F5RDAaaHMUou~l8EzL-KeitaqMLLWxwFWVzRYkor9FO~CwBKMzXwuszV~FCwycERWYw83IrwZolaqFe-ijouT4K2Z3rh7TjSNWwDQ4CgWaeJJsfZFqRzYViI9rUsNRqcuOmy-fXkcoTG4WMx3eouMxY-6quhmU32qjfHk9ZkQB5YYuiM~ua5F2-hd0pQ0tLW~AsskzHUsaOHJ30YmE7kq~ueRiyqnqZ2IT0TpaxsWS8CfGY0q6Zsr3rE0meYq~d5zDkfec3ua504~lE6whyESZ-CtXQ3FjRJk5UaHlJMAR3I49P~3H5~0jL7ITCxM8tsKld-0HhwMNUgw__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/79534142/5a18f6653b56138cd5196d20e2f39de189e3-libre.pdf?1643134002=&response-content-disposition=inline%3B+filename%3DPredictive_Data_Mining_for_Medical_Diagn.pdf&Expires=1687957995&Signature=BYJ7onZC7F5RDAaaHMUou~l8EzL-KeitaqMLLWxwFWVzRYkor9FO~CwBKMzXwuszV~FCwycERWYw83IrwZolaqFe-ijouT4K2Z3rh7TjSNWwDQ4CgWaeJJsfZFqRzYViI9rUsNRqcuOmy-fXkcoTG4WMx3eouMxY-6quhmU32qjfHk9ZkQB5YYuiM~ua5F2-hd0pQ0tLW~AsskzHUsaOHJ30YmE7kq~ueRiyqnqZ2IT0TpaxsWS8CfGY0q6Zsr3rE0meYq~d5zDkfec3ua504~lE6whyESZ-CtXQ3FjRJk5UaHlJMAR3I49P~3H5~0jL7ITCxM8tsKld-0HhwMNUgw__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/79534142/5a18f6653b56138cd5196d20e2f39de189e3-libre.pdf?1643134002=&response-content-disposition=inline%3B+filename%3DPredictive_Data_Mining_for_Medical_Diagn.pdf&Expires=1687957995&Signature=BYJ7onZC7F5RDAaaHMUou~l8EzL-KeitaqMLLWxwFWVzRYkor9FO~CwBKMzXwuszV~FCwycERWYw83IrwZolaqFe-ijouT4K2Z3rh7TjSNWwDQ4CgWaeJJsfZFqRzYViI9rUsNRqcuOmy-fXkcoTG4WMx3eouMxY-6quhmU32qjfHk9ZkQB5YYuiM~ua5F2-hd0pQ0tLW~AsskzHUsaOHJ30YmE7kq~ueRiyqnqZ2IT0TpaxsWS8CfGY0q6Zsr3rE0meYq~d5zDkfec3ua504~lE6whyESZ-CtXQ3FjRJk5UaHlJMAR3I49P~3H5~0jL7ITCxM8tsKld-0HhwMNUgw__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://link.springer.com/article/10.1007/s10115-007-0114-2
https://link.springer.com/article/10.1007/s10115-007-0114-2
https://link.springer.com/article/10.1007/s10115-007-0114-2
https://doi.org/10.48550/arXiv.1211.5723
https://doi.org/10.48550/arXiv.1211.5723
https://doi.org/10.48550/arXiv.1211.5723
https://doi.org/10.1109/TKDE.2013.109
https://doi.org/10.1109/TKDE.2013.109
https://doi.org/10.1109/TKDE.2013.109
https://doi.org/10.1016/j.artmed.2004.07.002
https://doi.org/10.1016/j.artmed.2004.07.002
https://doi.org/10.1016/j.artmed.2004.07.002
https://doi.org/10.1016/j.artmed.2004.07.002
https://doi.org/10.1258/hsmr.2009.009029
https://doi.org/10.1258/hsmr.2009.009029
https://doi.org/10.1258/hsmr.2009.009029
https://doi.org/10.1258/hsmr.2009.009029
https://d1wqtxts1xzle7.cloudfront.net/37041757/3413ijcsa05-libre.pdf?1426826740=&response-content-disposition=inline%3B+filename%3DUSING_ARTIFICIAL_NEURAL_NETWORK_IN_DIAGN.pdf&Expires=1687958550&Signature=Ulonxw-K-NT7U9t0XTJj1mnU56WDDLwHNxbP4aTZfFegmIvRvmNNfPNZ2GXuY~POVszsaJjZVmG1G7jJg1qQ9cW7CGI8w0wkbzn3I-0Vj4456oAF0s75LC9tpOk3M-CnPZbn2oyu5Fo38sS7IWzFtpWGj5uxLN4d-k0Va72i-DtL9dUsQ8TigiZHv70gxY36vAX36rm86YATmiaeSbVX6vBJ4BXwHViI8qKcqAzI7eN5kBoD-BZLTuoSPx33C8~6CLAA3-k220Vw7-8hC~xT6Js6tKw4ZAnREY-O~h0j2-G-NgZbinKXL93SCP5JDbNF4Mp6z42icBTDXXQw~m8geQ__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/37041757/3413ijcsa05-libre.pdf?1426826740=&response-content-disposition=inline%3B+filename%3DUSING_ARTIFICIAL_NEURAL_NETWORK_IN_DIAGN.pdf&Expires=1687958550&Signature=Ulonxw-K-NT7U9t0XTJj1mnU56WDDLwHNxbP4aTZfFegmIvRvmNNfPNZ2GXuY~POVszsaJjZVmG1G7jJg1qQ9cW7CGI8w0wkbzn3I-0Vj4456oAF0s75LC9tpOk3M-CnPZbn2oyu5Fo38sS7IWzFtpWGj5uxLN4d-k0Va72i-DtL9dUsQ8TigiZHv70gxY36vAX36rm86YATmiaeSbVX6vBJ4BXwHViI8qKcqAzI7eN5kBoD-BZLTuoSPx33C8~6CLAA3-k220Vw7-8hC~xT6Js6tKw4ZAnREY-O~h0j2-G-NgZbinKXL93SCP5JDbNF4Mp6z42icBTDXXQw~m8geQ__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/37041757/3413ijcsa05-libre.pdf?1426826740=&response-content-disposition=inline%3B+filename%3DUSING_ARTIFICIAL_NEURAL_NETWORK_IN_DIAGN.pdf&Expires=1687958550&Signature=Ulonxw-K-NT7U9t0XTJj1mnU56WDDLwHNxbP4aTZfFegmIvRvmNNfPNZ2GXuY~POVszsaJjZVmG1G7jJg1qQ9cW7CGI8w0wkbzn3I-0Vj4456oAF0s75LC9tpOk3M-CnPZbn2oyu5Fo38sS7IWzFtpWGj5uxLN4d-k0Va72i-DtL9dUsQ8TigiZHv70gxY36vAX36rm86YATmiaeSbVX6vBJ4BXwHViI8qKcqAzI7eN5kBoD-BZLTuoSPx33C8~6CLAA3-k220Vw7-8hC~xT6Js6tKw4ZAnREY-O~h0j2-G-NgZbinKXL93SCP5JDbNF4Mp6z42icBTDXXQw~m8geQ__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/37041757/3413ijcsa05-libre.pdf?1426826740=&response-content-disposition=inline%3B+filename%3DUSING_ARTIFICIAL_NEURAL_NETWORK_IN_DIAGN.pdf&Expires=1687958550&Signature=Ulonxw-K-NT7U9t0XTJj1mnU56WDDLwHNxbP4aTZfFegmIvRvmNNfPNZ2GXuY~POVszsaJjZVmG1G7jJg1qQ9cW7CGI8w0wkbzn3I-0Vj4456oAF0s75LC9tpOk3M-CnPZbn2oyu5Fo38sS7IWzFtpWGj5uxLN4d-k0Va72i-DtL9dUsQ8TigiZHv70gxY36vAX36rm86YATmiaeSbVX6vBJ4BXwHViI8qKcqAzI7eN5kBoD-BZLTuoSPx33C8~6CLAA3-k220Vw7-8hC~xT6Js6tKw4ZAnREY-O~h0j2-G-NgZbinKXL93SCP5JDbNF4Mp6z42icBTDXXQw~m8geQ__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://doi.org/10.1609/aimag.v17i3.1230
https://doi.org/10.1609/aimag.v17i3.1230
https://doi.org/10.1609/aimag.v17i3.1230
https://bmcresnotes.biomedcentral.com/articles/10.1186/1756-0500-4-299
https://bmcresnotes.biomedcentral.com/articles/10.1186/1756-0500-4-299
https://bmcresnotes.biomedcentral.com/articles/10.1186/1756-0500-4-299
https://bmcresnotes.biomedcentral.com/articles/10.1186/1756-0500-4-299
https://bmcresnotes.biomedcentral.com/articles/10.1186/1756-0500-4-299


Volume 8 | Issue 3 | 399Int J Diabetes Metab Disord, 2023

Copyright: ©2023 Mohsen Ghorbian. This is an open-access article 
distributed under the terms of the Creative Commons Attribution License, 
which permits unrestricted use, distribution, and reproduction in any 
medium, provided the original author and source are credited.

https://opastpublishers.com

tor machines, classification trees and random forests. BMC 
research notes, 4(1), 1-14.

11. Sokolova, M., Japkowicz, N., & Szpakowicz, S. (2006). Be-
yond accuracy, F-score and ROC: a family of discriminant 
measures for performance evaluation. In AI 2006: Advanc-
es in Artificial Intelligence: 19th Australian Joint Confer-
ence on Artificial Intelligence, Hobart, Australia, December 
4-8, 2006. Proceedings 19 (pp. 1015-1021). Springer Berlin 
Heidelberg.

12. Rajeswari, P., & Reena, G. S. (2010). Analysis of Liver Dis-
order using Datamining Algorithm. Global journal of com-
puter science and technology, 10(14).

13. Ho, T. B., Nguyen, C. H., Kawasaki, S., Le, S. Q., & Taka-
bayashi, K. (2007). Exploiting temporal relations in mining 
hepatitis data. New Generation Computing, 25, 247-262.

14. Uhmn, S., Kim, D. H., Cho, S. W., Cheong, J. Y., & Kim, J. 
(2007, October). Chronic hepatitis classification using SNP 
data and data mining techniques. In 2007 Frontiers in the 
Convergence of Bioscience and Information Technologies 
(pp. 81-86). IEEE.

15. Zayed, N., Awad, A. B., El-Akel, W., Doss, W., Awad, T., 
Radwan, A., & Mabrouk, M. (2013). The assessment of data 
mining for the prediction of therapeutic outcome in 3719 
Egyptian patients with chronic hepatitis C. Clinics and re-
search in hepatology and gastroenterology, 37(3), 254-261.

16. Abe, H., Tsumoto, S., Ohsaki, M., Yokoi, H., & Yamagu-
chi, T. (2007, November). Evaluation of learning costs of 
rule evaluation models based on objective indices to predict 
human hypothesis construction phases. In 2007 IEEE Inter-
national Conference on Granular Computing (GRC 2007) 
(pp. 458-458). IEEE.

17. Ohsaki, M., Sato, Y., Yokoi, H., & Yamaguchi, T. (2002, 

December). A rule discovery support system for sequential 
medical data, in the case study of a chronic hepatitis dataset. 
In Workshop Notes of the International Workshop on Active 
Mining, at IEEE International Conference on Data Mining 
(p. 121).

18. Yin, X., & Han, J. (2003, May). CPAR: Classification based 
on predictive association rules. In Proceedings of the 2003 
SIAM international conference on data mining (pp. 331-
335). Society for Industrial and Applied Mathematics.

19. Guo, G., Wang, H., Bell, D., Bi, Y., & Greer, K. (2003). 
KNN model-based approach in classification. In On The 
Move to Meaningful Internet Systems 2003: CoopIS, DOA, 
and ODBASE: OTM Confederated International Confer-
ences, CoopIS, DOA, and ODBASE 2003, Catania, Sici-
ly, Italy, November 3-7, 2003. Proceedings (pp. 986-996). 
Springer Berlin Heidelberg.

20. Lauer, G. M., & Walker, B. D. (2001). Hepatitis C virus 
infection. New England journal of medicine, 345(1), 41-52.

21. Cios, K. J., & Moore, G. W. (2002). Uniqueness of medi-
cal data mining. Artificial intelligence in medicine, 26(1-2), 
1-24.

22. Lucas, P. (2004). Bayesian analysis, pattern analysis, and 
data mining in health care. Current opinion in critical care, 
10(5), 399-403.

23. Steinberg, D. M., Fine, J., & Chappell, R. (2009). Sample 
size for positive and negative predictive value in diagnos-
tic research using case–control designs. Biostatistics, 10(1), 
94-105.

24. Witt, O., Deubzer, H. E., Milde, T., & Oehme, I. (2009). 
HDAC family: What are the cancer relevant targets?. Can-
cer letters, 277(1), 8-21.

https://bmcresnotes.biomedcentral.com/articles/10.1186/1756-0500-4-299
https://bmcresnotes.biomedcentral.com/articles/10.1186/1756-0500-4-299
https://link.springer.com/chapter/10.1007/11941439_114
https://link.springer.com/chapter/10.1007/11941439_114
https://link.springer.com/chapter/10.1007/11941439_114
https://link.springer.com/chapter/10.1007/11941439_114
https://link.springer.com/chapter/10.1007/11941439_114
https://link.springer.com/chapter/10.1007/11941439_114
https://link.springer.com/chapter/10.1007/11941439_114
F:\opast pdf\Shubam\IJDMD\2023\Jan\IJDMD-23-13\Ho, T. B., Nguyen, C. H., Kawasaki, S., Le, S. Q., & Takabayashi, K. (2007). Exploiting temporal relations in mining hepatitis data. New Generation Computing, 25, 247-262
F:\opast pdf\Shubam\IJDMD\2023\Jan\IJDMD-23-13\Ho, T. B., Nguyen, C. H., Kawasaki, S., Le, S. Q., & Takabayashi, K. (2007). Exploiting temporal relations in mining hepatitis data. New Generation Computing, 25, 247-262
F:\opast pdf\Shubam\IJDMD\2023\Jan\IJDMD-23-13\Ho, T. B., Nguyen, C. H., Kawasaki, S., Le, S. Q., & Takabayashi, K. (2007). Exploiting temporal relations in mining hepatitis data. New Generation Computing, 25, 247-262
https://doi.org/10.1109/FBIT.2007.64
https://doi.org/10.1109/FBIT.2007.64
https://doi.org/10.1109/FBIT.2007.64
https://doi.org/10.1109/FBIT.2007.64
https://doi.org/10.1109/FBIT.2007.64
https://doi.org/10.1016/j.clinre.2012.09.005
https://doi.org/10.1016/j.clinre.2012.09.005
https://doi.org/10.1016/j.clinre.2012.09.005
https://doi.org/10.1016/j.clinre.2012.09.005
https://doi.org/10.1016/j.clinre.2012.09.005
https://doi.org/10.1109/GrC.2007.155
https://doi.org/10.1109/GrC.2007.155
https://doi.org/10.1109/GrC.2007.155
https://doi.org/10.1109/GrC.2007.155
https://doi.org/10.1109/GrC.2007.155
https://doi.org/10.1109/GrC.2007.155
https://d1wqtxts1xzle7.cloudfront.net/88390106/Ohsaki-libre.pdf?1657365957=&response-content-disposition=inline%3B+filename%3DA_Rule_Discovery_Support_System_for_Sequ.pdf&Expires=1687959532&Signature=G-NXdmS7NwAiSKehwHE1VWgwUvHovmYVRa2Lvb~V~h5Cg5yi7pjB6d4rKBDLYU~B6f7LFud3bkyYAsYxvC~i2A4ZANwdMMhNpERoxxTm13P3NQIWfM6dsyyNCnIWXk9Xkzl3qoC51i-GyG9c-RcSs4MRm52mxJF5q5S5sMEQsV9Hw0kXEztokCuJ32A~sce2sRcn9OYeMZwBT3QsjIZroduzl945Php06nCQ4KeFEEPRPUo6Ya-LZxXncpixSuExdb-5LRc4Dzo7tQMaoCFL5Y11i8Aas8WHbJDO-mlx2cjx69Svtn1Megn9A0nVktIG75~9BRXAaXSyg9y33NYv8g__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/88390106/Ohsaki-libre.pdf?1657365957=&response-content-disposition=inline%3B+filename%3DA_Rule_Discovery_Support_System_for_Sequ.pdf&Expires=1687959532&Signature=G-NXdmS7NwAiSKehwHE1VWgwUvHovmYVRa2Lvb~V~h5Cg5yi7pjB6d4rKBDLYU~B6f7LFud3bkyYAsYxvC~i2A4ZANwdMMhNpERoxxTm13P3NQIWfM6dsyyNCnIWXk9Xkzl3qoC51i-GyG9c-RcSs4MRm52mxJF5q5S5sMEQsV9Hw0kXEztokCuJ32A~sce2sRcn9OYeMZwBT3QsjIZroduzl945Php06nCQ4KeFEEPRPUo6Ya-LZxXncpixSuExdb-5LRc4Dzo7tQMaoCFL5Y11i8Aas8WHbJDO-mlx2cjx69Svtn1Megn9A0nVktIG75~9BRXAaXSyg9y33NYv8g__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/88390106/Ohsaki-libre.pdf?1657365957=&response-content-disposition=inline%3B+filename%3DA_Rule_Discovery_Support_System_for_Sequ.pdf&Expires=1687959532&Signature=G-NXdmS7NwAiSKehwHE1VWgwUvHovmYVRa2Lvb~V~h5Cg5yi7pjB6d4rKBDLYU~B6f7LFud3bkyYAsYxvC~i2A4ZANwdMMhNpERoxxTm13P3NQIWfM6dsyyNCnIWXk9Xkzl3qoC51i-GyG9c-RcSs4MRm52mxJF5q5S5sMEQsV9Hw0kXEztokCuJ32A~sce2sRcn9OYeMZwBT3QsjIZroduzl945Php06nCQ4KeFEEPRPUo6Ya-LZxXncpixSuExdb-5LRc4Dzo7tQMaoCFL5Y11i8Aas8WHbJDO-mlx2cjx69Svtn1Megn9A0nVktIG75~9BRXAaXSyg9y33NYv8g__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/88390106/Ohsaki-libre.pdf?1657365957=&response-content-disposition=inline%3B+filename%3DA_Rule_Discovery_Support_System_for_Sequ.pdf&Expires=1687959532&Signature=G-NXdmS7NwAiSKehwHE1VWgwUvHovmYVRa2Lvb~V~h5Cg5yi7pjB6d4rKBDLYU~B6f7LFud3bkyYAsYxvC~i2A4ZANwdMMhNpERoxxTm13P3NQIWfM6dsyyNCnIWXk9Xkzl3qoC51i-GyG9c-RcSs4MRm52mxJF5q5S5sMEQsV9Hw0kXEztokCuJ32A~sce2sRcn9OYeMZwBT3QsjIZroduzl945Php06nCQ4KeFEEPRPUo6Ya-LZxXncpixSuExdb-5LRc4Dzo7tQMaoCFL5Y11i8Aas8WHbJDO-mlx2cjx69Svtn1Megn9A0nVktIG75~9BRXAaXSyg9y33NYv8g__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/88390106/Ohsaki-libre.pdf?1657365957=&response-content-disposition=inline%3B+filename%3DA_Rule_Discovery_Support_System_for_Sequ.pdf&Expires=1687959532&Signature=G-NXdmS7NwAiSKehwHE1VWgwUvHovmYVRa2Lvb~V~h5Cg5yi7pjB6d4rKBDLYU~B6f7LFud3bkyYAsYxvC~i2A4ZANwdMMhNpERoxxTm13P3NQIWfM6dsyyNCnIWXk9Xkzl3qoC51i-GyG9c-RcSs4MRm52mxJF5q5S5sMEQsV9Hw0kXEztokCuJ32A~sce2sRcn9OYeMZwBT3QsjIZroduzl945Php06nCQ4KeFEEPRPUo6Ya-LZxXncpixSuExdb-5LRc4Dzo7tQMaoCFL5Y11i8Aas8WHbJDO-mlx2cjx69Svtn1Megn9A0nVktIG75~9BRXAaXSyg9y33NYv8g__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/88390106/Ohsaki-libre.pdf?1657365957=&response-content-disposition=inline%3B+filename%3DA_Rule_Discovery_Support_System_for_Sequ.pdf&Expires=1687959532&Signature=G-NXdmS7NwAiSKehwHE1VWgwUvHovmYVRa2Lvb~V~h5Cg5yi7pjB6d4rKBDLYU~B6f7LFud3bkyYAsYxvC~i2A4ZANwdMMhNpERoxxTm13P3NQIWfM6dsyyNCnIWXk9Xkzl3qoC51i-GyG9c-RcSs4MRm52mxJF5q5S5sMEQsV9Hw0kXEztokCuJ32A~sce2sRcn9OYeMZwBT3QsjIZroduzl945Php06nCQ4KeFEEPRPUo6Ya-LZxXncpixSuExdb-5LRc4Dzo7tQMaoCFL5Y11i8Aas8WHbJDO-mlx2cjx69Svtn1Megn9A0nVktIG75~9BRXAaXSyg9y33NYv8g__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://doi.org/10.1137/1.9781611972733.40
https://doi.org/10.1137/1.9781611972733.40
https://doi.org/10.1137/1.9781611972733.40
https://doi.org/10.1137/1.9781611972733.40
https://link.springer.com/chapter/10.1007/978-3-540-39964-3_62
https://link.springer.com/chapter/10.1007/978-3-540-39964-3_62
https://link.springer.com/chapter/10.1007/978-3-540-39964-3_62
https://link.springer.com/chapter/10.1007/978-3-540-39964-3_62
https://link.springer.com/chapter/10.1007/978-3-540-39964-3_62
https://link.springer.com/chapter/10.1007/978-3-540-39964-3_62
https://link.springer.com/chapter/10.1007/978-3-540-39964-3_62
doi: 10.1056/NEJM200107053450107
doi: 10.1056/NEJM200107053450107
https://doi.org/10.1016/S0933-3657(02)00049-0
https://doi.org/10.1016/S0933-3657(02)00049-0
https://doi.org/10.1016/S0933-3657(02)00049-0
doi: 10.1097/01.ccx.0000141546.74590.d6
doi: 10.1097/01.ccx.0000141546.74590.d6
doi: 10.1097/01.ccx.0000141546.74590.d6
doi:10.1093/biostatistics/kxn018
doi:10.1093/biostatistics/kxn018
doi:10.1093/biostatistics/kxn018
doi:10.1093/biostatistics/kxn018
https://doi.org/10.1016/j.canlet.2008.08.016
https://doi.org/10.1016/j.canlet.2008.08.016
https://doi.org/10.1016/j.canlet.2008.08.016

