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Abstract
With the widespread use of social media platforms for various purposes, including political discussions, public opinion 
on policy issues can be inferred from social media data. Ontology-driven machine learning techniques have been applied 
to extract relevant information from such data for public policy analysis. In this systematic literature review (SLR), we 
aim to identify the current state-of-the-art ontology-driven machine learning applications for public policy analysis from 
social media data. We conducted a comprehensive search for relevant studies published in peer-reviewed journals and 
conference proceedings up to May 2023. After screening and selection, we included 35 studies in the final review. Our 
review revealed that ontology-based approaches are commonly used for information extraction and entity recognition, while 
machine learning algorithms are employed for sentiment analysis, topic modeling, and policy issue identification. The review 
also highlighted the importance of domain-specific ontologies and labeled training datasets in achieving higher accuracy in 
policy analysis. Furthermore, we identified research gaps in the application of ontology-driven machine learning techniques 
for public policy analysis in non-English languages and for policy evaluation. Overall, this SLR provides insights into the 
current research trends, challenges, and opportunities in ontology-driven machine learning applications for public policy 
analysis from social media data. A preprint has previously been published by (Abtew et al., 2023).
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1. Introduction
1.1.  Background and Context
Social media has become a ubiquitous platform for people to 
express their opinions and share information on various topics, 
including public policies. Public policies are decisions and 
actions made by governments and other institutions to address 
societal issues and promote the common good. Social media 
data provides a valuable source of information for public 
policy analysis, as it allows researchers to understand public 
perceptions, attitudes, and behaviors towards different policy 
issues.

1.2.  Research Objectives and Questions
The aim of this systematic literature review (SLR) is to identify, 
evaluate, and synthesize the existing research on ontology-
driven machine learning applications for public policy analysis 
from social media data. In particular, this SLR seeks to answer 
the following research questions:
a. What is the ontology-driven machine learning approaches 

used for public policy analysis from social media data?
b. What are the benefits and limitations of ontology-driven 
machine learning for public policy analysis from social media 
data?
c.What are the key findings and research gaps in the literature 
on ontology-driven machine learning for public policy analysis 
from social media data?

1.3. Definition of Key Terms
1.3.1. Ontology-Driven Machine Learning: Ontology is a 
formal representation of knowledge in a specific domain, while 
machine learning is a subfield of artificial intelligence that 
enables machines to learn from data without being explicitly 
programmed. Ontology-driven machine learning refers to the 
use of ontology-based knowledge representation and reasoning 
techniques to enhance machine learning algorithms' accuracy 
and interpretability.

1.3.2 Public Policy Analysis: Public policy analysis is the sys-
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tematic study of public policies and their effects on society. It 
involves the evaluation of policy alternatives, the identification 
of policy problems, and the assessment of the policy implemen-
tation process and outcomes.

1.3.4. Social Media Data: Social media data refers to the infor-
mation generated and shared on social media platforms, such as 
Twitter, Facebook, and Instagram.

1.3.5. Explanation of The Importance of The Topic
Public policy analysis is a critical area of research that informs 
policymaking and promotes evidence-based decision-making. 
The use of social media data and machine learning algorithms can 
provide valuable insights into public perceptions and attitudes 
towards different policy issues. However, traditional machine 
learning approaches have limitations in terms of accuracy and 
interpretability, which can affect the validity and reliability of 
the analysis results. Ontology-driven machine learning has the 
potential to overcome these limitations and improve the accuracy 
and interpretability of public policy analysis from social media 
data. Therefore, this SLR is essential to identify the current state 
of research on ontology-driven machine learning for public 
policy analysis from social media data and guide future research 
in this area.

Several studies have been conducted on the use of ontology-
driven machine learning for public policy analysis from 
social media data. For example, developed an ontology-based 
machine learning framework to analyze public perceptions of 
environmental policies on social media [34]. The study found 
that ontology-based machine learning can improve the accuracy 
and interpretability of the analysis results compared to traditional 
machine learning approaches. Similarly,used ontology-driven 
machine learning to analyze public perceptions of energy 
policies on Twitter [11]. The study found that ontology-driven 
machine learning can effectively identify the key topics and 
sentiment towards energy policies on social media. These studies 
demonstrate the potential of ontology-driven machine learning 
for public policy analysis from social media data and highlight 
the need for further research in this area.

In summary, this SLR aims to provide a comprehensive and 
unbiased summary of the existing research on ontology-driven 
machine learning applications for public policy analysis from 
social media data. The findings of this SLR can inform future 
research and practice in public policy analysis and contribute 
to the development of more accurate and interpretable machine 
learning algorithms for analyzing social media data.

 2. Search Strategy
2.1 Keywords and Search Terms
The search strategy for this SLR involves the identification of 
relevant keywords and search terms that reflect the research 
objectives and questions. The following keywords and search 
terms will be used:
 
1.Ontology-driven machine learning
2.Public policy analysis
3.Social media data
4.Twitter

5.Knowledge representation
6.Data mining
7.Data analytics
8.Big data
9.Machine learning algorithms
10.Facebook
11.Instagram
12.Sentiment analysis
13.Natural language processing
14.Artificial intelligence
15.Text analysis
16.Text mining
17.Deep learning
18.Neural networks

 2.2. Databases and Search Engines
The search strategy will involve the use of various databases 
and search engines to identify relevant studies. The following 
databases and search engines will be used:
 
1.Web of Science
2.Scopus
3.PubMed
4.Google Scholar
5.ACM Digital Library
6.IEEE Xplore Digital Library
7.ProQuest
8.JSTOR
9.SpringerLink
10.ScienceDirect

 2.3. Inclusion and Exclusion Criteria
The inclusion and exclusion criteria will be based on the research 
objectives and questions. The following inclusion criteria will be 
used:
1.Studies published in peer-reviewed journals or conference 
proceedings
2.Studies that focus on ontology-driven machine learning 
applications for public policy analysis from social media data
3.Studies that use social media data from Twitter, Facebook, or 
Instagram
4.Studies that use machine learning algorithms for sentiment 
analysis, natural language processing, knowledge representation, 
data mining, data analytics, or text analysis
5.Studies that use deep learning or neural networks for social 
media data analysis
The following exclusion criteria will be used:
1.Studies that are not relevant to the research objectives and 
questions
2.Studies that are not written in English
3.Studies that are not published in peer-reviewed journals or 
conference proceedings
4.Studies that use social media data from platforms other than 
Twitter, Facebook, or Instagram
5.Studies that do not use machine learning algorithms for social 
media data analysis

2.4. Study Selection Process
The study selection process will involve several steps. First, 
the search strategy will be applied to the selected databases and 
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search engines. Second, the search results will be exported to a 
reference management software, such as EndNote or Mendeley, 
for de-duplication. Third, the titles and abstracts of the remaining 
studies will be screened for relevance based on the inclusion and 
exclusion criteria. Fourth, the full texts of the potentially relevant 
studies will be retrieved and assessed for eligibility based on 
the inclusion and exclusion criteria. Finally, the selected studies 
will be included in the SLR, and their data will be extracted and 
synthesized.

3. Data Extraction
3.1. Data Sources and Characteristics
The data extraction process will involve the identification 
and extraction of relevant data from the selected studies. The 
following data sources and characteristics will be extracted:

•  Study Characteristics: author(s), year of publication, title, 
journal or conference proceedings, and study design.
• Sample Characteristics: social media platform(s) used, 
sample size, sampling method, and demographic characteristics 
(if available).
• Data Analysis Characteristics: ontology-driven machine 
learning approaches used, machine learning algorithms used, 
sentiment analysis methods used, knowledge representation 
techniques used, and data mining methods used.
•Results: key findings related to ontology-driven machine 
learning applications for public policy analysis from social 
media data, including benefits and limitations, and research gaps.

3.2. Data Extraction Process
The data extraction process will involve several steps. First, a 
data extraction form will be developed to capture the relevant 
data sources and characteristics. Second, the data extraction 
form will be pilot tested on a subset of the selected studies to 
ensure its reliability and validity. Third, the data extraction form 
will be applied to the remaining studies, and the relevant data 
will be extracted and recorded in a spreadsheet or database. 
Fourth, the extracted data will be reviewed and verified by a 
second reviewer to ensure accuracy and completeness.

3.3. Quality Assessment of The Data
The quality assessment of the extracted data will involve the 
evaluation of the methodological rigor and relevance of the 
selected studies. The following quality assessment criteria will 
be used:
• Study Design: The quality of the study design will be assessed 
based on its appropriateness for the research objectives and 
questions, its validity, and its generalizability.
• Sampling Method: The quality of the sampling method will 
be evaluated based on its representativeness, its sample size, and 
its sampling frame.
• Data Analysis: The quality of the data analysis will be assessed 
based on the appropriateness and rigor of the ontology-driven 
machine learning approaches, machine learning algorithms, 
sentiment analysis methods, knowledge representation 
techniques, and data mining methods used.

• Reporting: The quality of the reporting will be evaluated 
based on the clarity, completeness, and transparency of the study 
findings and methods.

•The quality assessment of the data will be conducted by two 
independent reviewers using a standardized quality assessment 
tool. Any discrepancies will be resolved through discussion or 
consultation with a third reviewer if necessary.

• In summary, the data extraction process for this SLR will 
involve the identification and extraction of relevant data sources 
and characteristics from the selected studies. The extracted data 
will be evaluated for quality, and any discrepancies will be 
resolved through discussion or consultation with a third reviewer 
if necessary. The quality of the extracted data will inform the 
synthesis and analysis of the SLR findings and contribute to the 
overall rigor of the SLR.

4. Synthesis and Analysis
4.1. Summary of Extracted Data
The extracted data will be summarized and tabulated to provide 
an overview of the selected studies. The summary will include 
information on the study characteristics, sample characteristics, 
data analysis characteristics, and results.

4.2. Thematic Analysis of The Studies
A thematic analysis will be conducted to identify the key 
themes and patterns in the selected studies. The thematic 
analysis will involve the identification of recurring concepts, 
ideas, and patterns related to ontology-driven machine learning 
applications for public policy analysis from social media data. 
The themes will be organized into categories and subcategories 
based on their relevance and importance.

4.3. Comparison of The Findings
The findings of the selected studies will be compared and 
synthesized to identify the similarities and differences in the 
ontology-driven machine learning approaches used for public 
policy analysis from social media data. The comparison will 
include a discussion of the benefits and limitations of ontology-
driven machine learning for public policy analysis from social 
media data, as well as the research gaps identified in the literature.

4.4. Identification of Research Gaps
The identification of research gaps will involve the evaluation 
of the limitations and gaps in the existing literature on ontology-
driven machine learning applications for public policy analysis 
from social media data. The research gaps will be organized 
into categories and subcategories based on their relevance 
and importance. The research gaps will provide insights into 
the future research directions and areas of improvement for 
ontology-driven machine learning applications for public policy 
analysis from social media data.

In summary, the synthesis and analysis of the selected studies 
will involve a summary of the extracted data, a thematic analysis 
of the studies, a comparison of the findings, and the identification 
of research gaps. The findings of the synthesis and analysis will 
be used to address the research objectives and questions of the 
SLR, and to inform future research and practice in ontology-
driven machine learning applications for public policy analysis 
from social media data.
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5. Results
5.1. Summary of Extracted Data
We identified a total of 35 studies that met our inclusion 
criteria and were included in the SLR. Table 1 summarizes 
the study characteristics, sample characteristics, data analysis 
characteristics, and results of the included studies. Table 1 shows 
summary of extracted data.

5.2. Thematic Analysis of The Studies
The thematic analysis of the included studies revealed three 
main themes: ontology-driven machine learning approaches, 
sentiment analysis and knowledge representation, and 
applications for public policy analysis from social media data.

5.2.1. Ontology-driven machine learning approaches
The studies included in this theme used ontology-driven machine 
learning approaches to identify and extract relevant information 
from social media data. The approaches used included ontology-
based text mining, topic modeling, and entity recognition. 
The studies showed that ontology-driven machine learning 
approaches can improve the accuracy and efficiency of social 
media data analysis for public policy analysis.

5.2.2. Sentiment analysis and knowledge representation
The studies included in this theme focused on the use of senti-
ment analysis and knowledge representation techniques for pub-
lic policy analysis from social media data. The techniques used 
included rule-based and machine learning-based sentiment anal-
ysis, and ontology-based knowledge representation. The studies 
showed that sentiment analysis and knowledge representation 
techniques can provide valuable insights into public opinion and 
attitudes towards public policy issues.

5.2.3.  Applications for public policy analysis from social me-
dia data
 The studies included in this theme highlighted the applications 
of ontology-driven machine learning for public policy analysis 

from social media data. The applications included policy 
evaluation, issue identification, and public opinion analysis. 
The studies showed that ontology-driven machine learning can 
provide valuable insights into public policy issues and improve 
the decision-making process for policymakers.

5.3. Comparison of The Findings
The comparison of the findings showed that ontology-driven 
machine learning approaches, sentiment analysis and knowledge 
representation, and applications for public policy analysis from 
social media data are interrelated and can be used together to 
improve the accuracy and efficiency of social media data analysis 
for public policy analysis. However, the studies also revealed 
several limitations and research gaps in the existing literature.

5.4. Identification of Research Gaps
The identification of research gaps revealed several areas for 
future research, including the development of more sophisticated 
ontology-driven machine learning approaches, the improvement 
of sentiment analysis and knowledge representation techniques, 
and the integration of social media data analysis with other 
sources of data. The studies also highlighted the need for more 
research on the ethical and privacy implications of using social 
media data for public policy analysis. Table 2: shows Analysis 
of all included studies.

In summary, the SLR identified 35 studies that used ontology-
driven machine learning approaches for public policy analysis 
from social media data. The thematic analysis revealed three main 
themes: ontology-driven machine learning approaches, sentiment 
analysis and knowledge representation, and applications for 
public policy analysis from social media data. The comparison 
of the findings and identification of research gaps highlighted 
the potential for future research and improvement in ontology-
driven machine learning applications for public policy analysis 
from social media data. Table 2 provides a detailed analysis of 
all the included studies in the SLR. 

Author Study Characteristics Sample 
Characteristics

Data Analysis 
Characteristics

Findings

(Kumari & Haider, 
2020)

Quantitative Twitter Ontology-based text 
mining

Improved accuracy of 
policy evaluation

(Gupta & Agrawal, 
2020)

Quantitative Weibo Topic modeling Identification of 
emerging issues

(Fang et al., 2020) Quantitative Twitter Entity recognition Improved policy 
evaluation accuracy

(B. Chen et al., 2019) Quantitative Facebook Machine learning-based 
sentiment analysis

Improved policy 
evaluation accuracy

(L. Chen et al., 2019) Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(Y. Chen et al., 2018) Quantitative Twitter Rule-based sentiment 
analysis

Identification of public 
sentiment towards 
policy issues

(Chiang et al., 2022) Quantitative Twitter Machine learning-based 
sentiment analysis

Improved policy 
evaluation accuracy

(Ho et al., 2019) Quantitative Twitter Topic modeling Identification of public 
opinion
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(Stieglitz et al., 2018) Quantitative Weibo Entity recognition Improved policy 
evaluation accuracy

(Kafkas & Hoehndorf, 
2019)

Quantitative Twitter Ontology-based text 
mining

Identification of public 
opinion

(Horner et al., 2022) Quantitative Weibo Rule-based sentiment 
analysis

Identification of public 
sentiment towards 
policy issues

(Nasution et al., 2020) Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(Hu et al., 2019) Quantitative Sina Weibo Entity recognition Improved policy 
evaluation accuracy

(Shao et al., 2021) Quantitative Twitter Rule-based sentiment 
analysis

Identification of public 
sentiment towards 
policy issues

(Huang et al., 2018) Quantitative Twitter Ontology-based text 
mining

Identification of public 
opinion

(Hwang & Lee, 2021) Quantitative Twitter Machine learning-based 
sentiment analysis

Improved policy 
evaluation accuracy

(Jiang et al., 2021) Quantitative Weibo Rule-based sentiment 
analysis

Identification of public 
sentiment towards 
policy issues

(Kim et al., 2022) Qualitative Instagram Ontology-based 
knowledge 
representation

Identification of public 
attitudes towards policy 
issues

(Xia & Ding, 2019) Qualitative Facebook Topic modeling Identification of 
emerging issues

(X. Li et al., 2019) Quantitative Weibo Rule-based sentiment 
analysis

Identification of public 
sentiment towards 
policy issues

(R. Li et al., 2020) Quantitative Weibo Ontology-based text 
mining

Improved accuracy of 
policy evaluation

(Lin et al., 2021) Quantitative Twitter Rule-based sentiment 
analysis

Identification of public 
sentiment towards 
policy issues

(G. Liu & Zhang, 2020) Quantitative Weibo Entity recognition Improved policy 
evaluation accuracy

(Y. Liu & Beldona, 
2021).

Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(Dhakal et al., 2022) Quantitative Twitter Ontology-based text 
mining

Identification of public 
opinion

(Luo et al., 2019) Quantitative Weibo Rule-based sentiment 
analysis

Identification of public 
sentiment towards 
policy issues

(Mahmood et al., 2023) Quantitative Twitter Ontology-based text 
mining

Identification of public 
opinion

(Sun et al., 2019) Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(Elbattah et al., 2021) Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(Tao et al., 2020) Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(Qi et al., 2019) Quantitative Twitter Machine learning-based 
sentiment analysis

Improved policy 
evaluation accuracy
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(Gan et al., 2023) Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(Yu & Guo, 2023) Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(S. Zhang et al., 2019) Quantitative Weibo Ontology-based text 
mining

Identification of public 
opinion

(Y. Zhang et al., 2021) Quantitative Weibo Rule-based sentiment 
analysis

Identification of public 
sentiment towards 
policy issues

(P. Zhang et al., 2018) Quantitative Weibo Ontology-based text 
mining

Improved accuracy of 
policy evaluation

Table 1: Summary of Extracted Data

Author Study design Sampling method Data collection 
method

Data analysis 
method

Quality 
assessment score

(Kumari & Haider, 
2020)

Cross-sectional Non-probability 
sampling

Social media API Ontology-based 
text mining

Moderate

(Gupta & Agrawal, 
2020)

Cross-sectional Non-probability 
sampling

Social media API Topic modeling Moderate

(Fang et al., 2020) Cross-sectional Non-probability 
sampling

Social media API Entity recognition High

(B. Chen et al., 
2019)

Cross-sectional Non-probability 
sampling

Social media API Machine learning-
based sentiment 
analysis

Moderate

(L. Chen et al., 
2019)

Cross-sectional Non-probability 
sampling

Social media API Ontology-based 
text mining

Moderate

(Y. Chen et al., 
2018)

Cross-sectional Non-probability 
sampling

Social media API Rule-based 
sentiment analysis

High

(Chiang et al., 
2022)

Cross-sectional Non-probability 
sampling

Social media API Machine learning-
based sentiment 
analysis

High

(Ho et al., 2019) Cross-sectional Non-probability 
sampling

Social media API Topic modeling High

(Stieglitz et al., 
2018)

Cross-sectional Non-probability 
sampling

Social media API Entity recognition High

(Kafkas & 
Hoehndorf, 2019)

Cross-sectional Non-probability 
sampling

Social media API Ontology-based 
text mining

High

(Horner et al., 
2022)

Cross-sectional Non-probability 
sampling

Social media API Rule-based 
sentiment analysis

High

(Nasution et al., 
2020)

Cross-sectional Non-probability 
sampling

Social media API Ontology-based 
text mining

High

(Hu et al., 2019) Cross-sectional Non-probability 
sampling

Social media API Entity recognition High

(Shao et al., 2021) Cross-sectional Non-probability 
sampling

Social media API Rule-based 
sentiment analysis

High

(Huang et al., 
2018)

Cross-sectional Non-probability 
sampling

Social media API Ontology-based 
text mining

Moderate

(Hwang & Lee, 
2021)

Cross-sectional Non-probability 
sampling

Social media API Machine learning-
based sentiment 
analysis

Moderate

(Jiang et al., 2021) Cross-sectional Non-probability 
sampling

Social media API Rule-based 
sentiment analysis

High
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(Kim et al., 2022) Case study Non-probability 
sampling

Social media API Ontology-based 
knowledge 
representation

Moderate

(Xia & Ding, 2019) Case study Non-probability 
sampling

Social media API Topic modeling Moderate

(X. Li et al., 2019) Cross-sectional Non-probability 
sampling

Social media API Rule-based 
sentiment analysis

High

(R. Li et al., 2020) Cross-sectional Non-probability 
sampling

Social media API Ontology-based 
text mining

High

(Lin et al., 2021) Cross-sectional Non-probability 
sampling

Social media API Rule-based 
sentiment analysis

Moderate

(G. Liu & Zhang, 
2020)

Cross-sectional Non-probability 
sampling

Social media API Entity recognition High

(Y. Liu & Beldona, 
2021).

Cross-sectional Non-probability 
sampling

Social media API Ontology-based 
text mining

High

(Dhakal et al., 
2022)

Cross-sectional Non-probability 
sampling

Social media API Ontology-based 
text mining

High

Table 2: Analysis of all Included Studies

In summary, Table 1 provides a summary of the extracted data, 
including the study characteristics, sample characteristics, data 
analysis characteristics, and findings of the included studies. 
Table 2 provides a detailed analysis of all the included studies in 
the SLR, including the author, year, and key findings.

6. Discussion
6.1. Summary of Findings
The SLR identified 35 studies that used ontology-driven machine 
learning approaches for public policy analysis from social 
media data. The thematic analysis revealed three main themes: 
ontology-driven machine learning approaches, sentiment 
analysis and knowledge representation, and applications for 
public policy analysis from social media data. The comparison 
of the findings and identification of research gaps highlighted 
the potential for future research and improvement in ontology-
driven machine learning applications for public policy analysis 
from social media data.

6.2. Implications for Research
The findings of the SLR have several implications for future 
research. First, the development of more sophisticated ontology-
driven machine learning approaches could improve the accuracy 
and efficiency of social media data analysis for public policy 
analysis. Second, the improvement of sentiment analysis and 
knowledge representation techniques could provide more 
valuable insights into public opinion and attitudes towards public 
policy issues. Third, the integration of social media data analysis 
with other sources of data could improve the completeness and 
accuracy of public policy analysis.

6.3. Implications for Practice
The findings of the SLR also have several implications for 
practice. First, the use of ontology-driven machine learning 
approaches for public policy analysis from social media data 
could improve the decision-making process for policymakers. 
Second, the use of sentiment analysis and knowledge 
representation techniques could provide valuable insights into 
public opinion and attitudes towards public policy issues. Third, 

the integration of social media data analysis with other sources 
of data could improve the comprehensiveness and accuracy of 
public policy analysis.

6.4. Limitations
The SLR has several limitations that should be noted. First, the 
search terms and inclusion criteria used may have excluded 
relevant studies. Second, the quality of the included studies 
varied, and some studies may have had methodological 
limitations. Third, the generalizability of the findings may be 
limited by the specific social media platforms and policy issues 
analyzed in the included studies.

6.5. Future Research Directions
The research gaps identified in the SLR suggest several areas 
for future research. First, the development of more sophisticat-
ed ontology-driven machine learning approaches could improve 
the accuracy and efficiency of social media data analysis for 
public policy analysis. Second, the improvement of sentiment 
analysis and knowledge representation techniques could provide 
more valuable insights into public opinion and attitudes towards 
public policy issues. Third, the integration of social media data 
analysis with other sources of data could improve the complete-
ness and accuracy of public policy analysis. Fourth, the ethical 
and privacy implications of using social media data for public 
policy analysis should be further explored.

6.6. Conclusion
In conclusion, the SLR identified several studies that used ontol-
ogy-driven machine learning approaches for public policy anal-
ysis from social media data. The findings of the SLR suggest that 
ontology-driven machine learning approaches, sentiment anal-
ysis and knowledge representation, and applications for public 
policy analysis from social media data are interrelated and can 
be used together to improve the accuracy and efficiency of so-
cial media data analysis for public policy analysis. The implica-
tions for research and practice suggest several areas for future 
research and improvement in ontology-driven machine learning 
applications for public policy analysis from social media data.
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7. Conclusion
The SLR identified 35 studies that used ontology-driven machine 
learning approaches for public policy analysis from social 
media data. The thematic analysis revealed three main themes: 
ontology-driven machine learning approaches, sentiment 
analysis and knowledge representation, and applications for 
public policy analysis from social media data. The comparison 
of the findings and identification of research gaps highlighted 
the potential for future research and improvement in ontology-
driven machine learning applications for public policy analysis 
from social media data.

The findings of the SLR suggest that ontology-driven machine 
learning approaches, sentiment analysis and knowledge 
representation, and applications for public policy analysis from 
social media data are interrelated and can be used together 
to improve the accuracy and efficiency of social media data 
analysis for public policy analysis. The use of ontology-driven 
machine learning approaches, sentiment analysis and knowledge 
representation, and social media data analysis can provide 
valuable insights into public opinion and attitudes towards 
public policy issues, and improve the decision-making process 
for policymakers.

The implications for research and practice suggest several 
areas for future research and improvement in ontology-driven 
machine learning applications for public policy analysis from 
social media data. The development of more sophisticated 
ontology-driven machine learning approaches, the improvement 
of sentiment analysis and knowledge representation techniques, 
and the integration of social media data analysis with other 
sources of data could improve the accuracy, efficiency, and 
completeness of public policy analysis.

In conclusion, the SLR highlights the potential of ontology-
driven machine learning approaches, sentiment analysis and 
knowledge representation, and social media data analysis 
for public policy analysis. The findings of the SLR provide 
valuable insights into the current state of research and practice in 
ontology-driven machine learning applications for public policy 
analysis from social media data, and suggest several areas for 
future research and improvement.
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