This research focuses on the use of AI-powered badminton video analysis to enhance gameplay analysis and training. The technology utilizes artificial intelligence and machine learning algorithms to analyze various aspects of badminton game footage, including player movements, shot selection, and game strategy. It provides personalized feedback and recommendations for improvement to players and helps coaches identify patterns and trends in their players' performance.

The use of lightweight models, such as YoloV5, is essential for real-time video analysis due to the need for high-speed processing. These models, including MobileNets, EfficientNets, SqueezeNet, ShuffleNet, and Tiny-YOLO, are designed to be lightweight and optimized for speed while maintaining high accuracy. The Yolo model, a one-shot learning model, is particularly suitable for real-time object detection tasks due to its impressive speed and accuracy. It uses anchor boxes and data augmentation techniques to quickly learn and recognize objects with a high level of accuracy.

The research involved the collection of badminton match videos, preparation of datasets, and testing of the YoloV5 model's performance. Precision and Jaccard Similarity Index metrics using Jaccard similarity were used to evaluate the model's performance in detecting player positions and court boundaries. The results showed that the YoloV5 model performed better when tested on the video data with less clear image of judges in the background. The Jaccard Similarity Index metrics using Jaccard similarity demonstrated improved performance when tested on generalized video data was used to accurately evaluate the overlap between predicted and ground truth. Overall, AI-powered badminton video analysis has the potential to revolutionize the way badminton is played and coached. The use of lightweight models like YoloV5 enables faster and more efficient real-time analysis, making it practical for a wide range of applications in badminton.

popularity in recent years. [6] Its one-shot learning approach allows it to quickly learn and recognize objects with a high level of accuracy, making it an attractive option for applications where speed is critical [7]. Overall, the development of lightweight models for video AI recognition is essential for the continued advancement and widespread adoption of AI video analyzers, as it enables faster and more efficient real-time analysis of video data, making it more accessible and practical for a wide range of applications [8]. Our proposed lightweight YoloV5 model showed it could manage large amount of video data more accurately with average precision.

2. Literature Review
In recent years, the application of artificial intelligence (AI) in sports has gained significant attention. One area where AI has shown promise is in the analysis of sports videos for performance improvement. Specifically, in the sport of badminton, AI-powered video analysis has become a topic of interest for players and coaches alike [9]. Several studies have explored the use of AI in analyzing badminton videos. One study utilized deep learning algorithms to detect and track badminton shuttlecocks in video footage. The results showed high accuracy in detecting shuttlecocks, which could be useful for analyzing the speed and trajectory of shots [10].

Another study utilized computer vision techniques to track player movements and identify key performance indicators (KPIs) such as shot placement, speed, and accuracy [11]. The AI-powered analysis provided insights into player performance, which could aid coaches in designing training programs and improving player technique [12]. And also There were several efforts to use AI techniques in badminton analysis, including computer vision, machine learning, and deep learning, all of which have shown great potential in automating the analysis of complex game scenarios and providing valuable insights for coaches, players, and fans. Paper “A deep learning based framework for badminton rally outcome prediction (2022)” proposed a player-independent framework to investigate the relationship between strokes and rally outcome in badminton games. To classify the rally outcome, strokes are represented by deep features extracted using CNN and fitted into LSTM [13]. Paper “Shot detection using skeleton position in badminton videos (2021)” proposed a shot detection method using the poses of a player in a badminton video sequence. In this method, the hit timing is detected by focusing on the arm movements of the player and analyzing the swing movement using skeletal information [14].

and another paper called Vision Based Automated Badminton Action Recognition Using the New Local Convolutional Neural Network Extractor (2020) proposed automated badminton action recognition from the computer vision data inputs using the deep learning pre-trained AlexNet Convolutional Neural Network (CNN) for features extraction and classify the features using supervised machine learning method which is linear Support-Vector Machine (SVM) and achieved an accuracy of 98.7% [15]. On the other hand, another paper called A Comparative Study on Deep Learning Architectures for Badminton Action Recognition (2021) compared the performance of different deep learning architectures, including ResNet, Inception-v3, and DenseNet, for badminton action recognition. The models were trained on a dataset of 1,500 videos and evaluated on a test set of 300 videos [16]. Overall, the literatures suggests that AI-powered video analysis has the potential to revolutionize the way badminton is played and coached. By providing accurate and insightful data, AI-powered analysis can help players and coaches make more informed decisions, leading to better performance and outcomes [17].

3. Methodology
3.1. Application Development
Main Structure:
1. Five parts: ai.py, image.py, Court.py, Video.py and app.py.
   • ai.py : Yolo (You Only Look Once) deep learning model is implemented in this code and it detects players within images.
   • image.py : it loads video data and Yolo model detection model is applied and also court detection algorithm is applied and create detected images
   • court.py : the court contours and corners are identified and then it draws them on images.
   • video.py : court detected image and people detected images are combined and video is generated.
   • app.py : video streams are loaded to app’s memory and become rendered for playback.

2. Video clips are all uploaded to this program and processed to app.
Here’s our flow chart. Let’s take a look at the 5 major components that we can identify.
3.2. Model Selection

Because A.I. video analyzer needs to be fast, lightweight models for video AI recognition are considered. Developing lightweight models for video AI recognition has been an area of active research in recent years, as it can help improve real-time performance and reduce computational requirements. Some of the lightweight models in recent years are as below. MobileNets: MobileNets are a family of lightweight deep neural network architectures that have been specifically designed for mobile and embedded devices. These models use depth-wise separable convolutions to reduce the number of parameters and computations required, while still maintaining high accuracy on tasks such as object detection and image classification [18]. EfficientNets: EfficientNets are a family of convolutional neural network architectures that have been optimized for both accuracy and efficiency. These models use a combination of depth-wise separable convolutions, linear bottlenecks, and compound scaling to achieve state-of-the-art performance on tasks such as image classification, object detection, and semantic segmentation [19].

SqueezeNet: SqueezeNet is a lightweight convolutional neural network architecture that uses 1x1 convolutions to reduce the number of parameters while still maintaining high accuracy. This model was specifically designed for real-time video analysis on embedded devices and has been shown to achieve high accuracy on tasks such as image classification and object detection [20]. ShuffleNet: ShuffleNet is a family of lightweight convolutional neural network architectures that use group convolutions and channel shuffling to reduce the number of parameters while still maintaining high accuracy. These models have been shown to achieve state-of-the-art performance on tasks such as image classification and object detection, while using significantly fewer computations than other models [21]. Tiny-YOLO: Tiny-YOLO is a lightweight version of the YOLO (You Only Look Once) object detection model, specifically designed for real-time performance on embedded devices. This model uses a combination of depth-wise separable convolutions and residual connections to achieve high accuracy while using significantly fewer computations than other object detection models [22].

We used YoloV5 because YoloV5 is a one-shot learning model that has gained popularity in recent years due to its impressive speed and accuracy. This model is specifically designed for real-time object detection tasks, and its one-shot learning approach allows it to quickly learn and recognize objects with a high level of accuracy, making it an attractive option for applications where speed is critical. YoloV5 is an object detection model that is based on a one-shot learning approach, which allows it to quickly learn and recognize objects with a high level of accuracy. It is the fifth iteration of the You Only Look Once (YOLO) series of object detection models, which were first introduced in 2015 by Joseph [23]. The YoloV5 model is designed to be both fast and accurate, making it suitable for real-time object detection tasks. It uses a convolutional neural network (CNN) architecture with a series of convolutional layers, followed by max-pooling layers, and finally fully connected layers. The architecture is optimized to minimize the number of computations required, which makes it suitable for running on resource-constrained devices such as mobile phones and embedded systems [24].

One of the key features of YoloV5 is its one-shot learning approach, which allows the model to quickly learn and recognize objects in a single pass through the network. This is achieved through the use of anchor boxes, which are pre-defined bounding boxes that the model uses to predict the location and size of objects in the image. By using anchor boxes, the model can quickly learn to
recognize objects with a high level of accuracy, even when the objects have different shapes and sizes [25]. Another important feature of YoloV5 is its use of data augmentation techniques, such as random scaling, cropping, and flipping of the input images. This helps to increase the variability of the training data, which in turn improves the robustness of the model to different lighting conditions, orientations, and backgrounds [26].

Overall, YoloV5 is a state-of-the-art object detection model that is both fast and accurate, making it suitable for a wide range of real-time object detection tasks. Its one-shot learning approach and data augmentation techniques help to improve its accuracy and robustness, making it a popular choice for applications such as autonomous driving, robotics, and surveillance systems [27].

The YoloV5 architecture is a convolutional neural network (CNN) that consists of a series of convolutional layers, followed by max-pooling layers, and finally fully connected layers. The architecture is designed to minimize the number of computations required, which makes it suitable for running on resource-constrained devices such as mobile phones and embedded systems [28]. The YoloV5 architecture uses a backbone network, which is a series of convolutional layers that extract features from the input image. The backbone network is based on the CSPNet (Cross-Stage Partial Network) architecture, which is optimized for both accuracy and efficiency [29].

The output of the backbone network is fed into a neck network, which is responsible for further feature extraction and fusion. The neck network uses a combination of 3x3 and 1x1 convolutional layers to fuse the features from different scales and resolutions [30]. The output of the neck network is then passed through the detection head, which is responsible for predicting the location and class of objects in the input image. The detection head uses anchor boxes to predict the location and size of objects, and it uses a multi-label soft-margin loss function to train the model [31]. The YoloV5 architecture has several different variants, including YoloV5s, YoloV5m, YoloV5l, and YoloV5x, which differ in terms of the number of layers and the number of filters in each layer. The YoloV5s variant has the fewest number of layers and filters, while the YoloV5x variant has the most layers and filters, making it the most accurate but also the most computationally expensive [32]. Overall, the YoloV5 architecture is optimized for both speed and accuracy, making it suitable for real-time object detection tasks on a wide range of devices. Its backbone network, neck network, and detection head work together to extract features and predict object locations and classes with a high degree of accuracy [33].

3.3. Testing Flowchart
The research process flow is depicted in Figure 2 to provide a clearer understanding, with each sub-process discussed in Sections 3.3.1 to 3.3.3.

Figure 2: Testing Flowchart

3.3.1 Selecting Videos
Numerous sports videos are readily accessible on various online platforms like YouTube, blogs, and official sports websites.
• case 1: Men’s badminton match video dataset
• case 2: Women’s badminton match video dataset
• case 3: Junior men’s badminton match video dataset
• case 4: Junior women’s badminton match video dataset

This research employed Yolo to analyze badminton broadcast videos, including the Senior National Badminton Championships (Figure 3), PV Sindhu vs. Tai Tzu-Ying Women’s Badminton Round of 16 at Rio 2016 (Figure 4), the Men’s under 15 at Nanjing 2014 Youth Olympic Games (Figure 5) and the Women under 15 at Princess Sirivannavari Thailand Masters 2017 (Figure 6)
Figure 3: Example of Image of Sample Video Case 1

Figure 4: Example of Image of Sample Video Case 2
3.3.2 Applying The Data To Yolo Model

Once the dataset was prepared, it was utilized to test our yolo model. When applying the data to our app model, predicted dataset were created using the prepared dataset. After the preparation phase, the performance of the our app model was evaluated using a testing dataset as different cases of videos, as presented in Table 1.
<table>
<thead>
<tr>
<th>Case</th>
<th>Types of Model and test video</th>
<th>Test datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Model 1: Yolo V5 with video 2</td>
<td>video 1 adult men’s match</td>
</tr>
<tr>
<td>2</td>
<td>Model 1: Yolo V5 with video 3</td>
<td>video 2 adult women’s match</td>
</tr>
<tr>
<td>3</td>
<td>Model 1: Yolo V5 with video 4</td>
<td>video 3 men’s match under 15</td>
</tr>
<tr>
<td>4</td>
<td>Model 1: Yolo V5 with video 1</td>
<td>video 4 women’s match under 15</td>
</tr>
</tbody>
</table>

Table 1: datasets used for testing model performance

3.3.3 Analyze Performance of Results From Each Case.
Our app models were tested using different combinations of testing videos as specified in Table 1 to assess their ability to track the player's position. Once the testing was completed, the models produced an image frame with a square box indicating the level of confidence in detecting the player. To evaluate the detector's performance in each scenario, precision graphs were generated, and the average precision was calculated.

4. Result And Discussion
The performance of each model was evaluated using accuracy, with the average precision used to evaluate the model. Scores indicating the badminton player's position were shown in Figure 7, with yolo model consistently detecting the player in the same video data.

Figure 7: Example of Detected Player From Video Case 1
Average precision was evaluated to check the performance of the model. Average precision was obtained to decide what datasets model has the best performance where it is able to spot the badminton player correctly in the testing video.

The performance of Yolo model result was shown as improved when tested on video set where less audiences are, as seen in Cases 1, 3, and 4, with the best performance achieved when tested on video with no clear judge figure (Case 1). This is because yolo model is confused at detecting players from the video when it has background figures similar to the human figures. When it has clear image of judges in the back, model would be confused if the judges are players. During testing, the model was able to accurately identify adult man match images with an accuracy rate of 89.33%. However, when it came to junior man match images, the accuracy rate dropped to 79.52% and 81.48%. The model struggled to accurately identify matches with clear image of judges occurring simultaneously in the same frame.

This is an important consideration for real-world applications, where accurate recognition of both junior and adult images is necessary for effective video analysis and player tracking.

For adult women’s match, one of the judge’s figure and chair figure next to the judge confused A.I. detection by being recognized as a player often time. This makes the precision rate of adult woman’s match to lower precision rate of 73.68% In addition, the Jaccard Similarity Index accuracy metric is commonly used to evaluate the performance of object detection algorithms, including badminton image detection. The Jaccard Similarity Index can find the overlapped areas between the predicted images and the ground truth images for each object in an image.

A higher Jaccard Similarity Index score indicates a better match between the predicted and ground truth bounding boxes, with a perfect score of 1 indicating complete overlap. Typically, an Jaccard Similarity Index threshold of 0.5 or higher is used to determine whether a detection is considered accurate.

In this study the Jaccard Similarity Index accuracy metric can be used to evaluate the performance of algorithms in detecting court in images or video frames. For the purpose, we used Jaccard similarity for the Jaccard Similarity Index accuracy metric. The Jaccard similarity is a measure of the similarity between two sets, and is commonly used in image processing to evaluate the Intersection over Union (Jaccard Similarity Index) metric. The Jaccard similarity is calculated as the ratio of the intersection of two sets to the union of the same sets. By using the Jaccard similarity to calculate the Jaccard Similarity Index, the accuracy of object detection algorithms can be evaluated more accurately, since it takes into account the proportion of the area covered by the predicted bounding box and ground truth bounding box. This is particularly important in cases where the bounding boxes are irregular in shape or size, since the Jaccard similarity allows for a more flexible measure of overlap.
Figure 9 illustrates the result of Jaccard Similarity Index showing that it performed better when tested on the clear badminton court than when tested on badminton court with audience in the video data as demonstrated in Cases 1 and 2.

For example, for men’s badminton under 15, these images contained badminton match of more clear image of judges in the frame, making it confusing for the AI model to recognize and classify the image. As a result, the model achieved a lower jaccard similarity index rate of 73.44% for the match recognition. By using separate sets of images for adult match recognition, the AI model was able to achieve high jaccard similarity index rates for both tasks. This is an important consideration for real-world applications, where accurate recognition of both junior and adult images is necessary for effective video analysis and player tracking. In summary of a more specific comparison, here are results from our AI Badminton Video Analyzer, focusing on Jaccard Similarity Index (Intersection over Union) and precision for image detection.

<table>
<thead>
<tr>
<th></th>
<th>Jaccard Similarity Index</th>
<th>Average Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>adult men's badminton</td>
<td>0.7999</td>
<td>0.8933</td>
</tr>
<tr>
<td>adult women's badminton</td>
<td>0.7904551732</td>
<td>0.7154811715</td>
</tr>
<tr>
<td>man's badminton under 15</td>
<td>0.7344211456</td>
<td>0.7952380952</td>
</tr>
<tr>
<td>woman's badminton under 15</td>
<td>0.7368214288</td>
<td>0.814814814</td>
</tr>
</tbody>
</table>

Table 2: summary of model performance

These result examples demonstrate that the AI Badminton Video Analyzer performed consistently well in both men's and women's matches in terms of Jaccard Similarity Index for image detection. It performed well in men's matches in terms of average precision. Women’s matches in terms of average precision was relatively lower due to clear image of judge and his chair in the background. Overall, it successfully identified and localized players indicating its effectiveness in accurately detecting and classifying relevant objects in the analyzed video frames for both genders and both age groups.

5. Conclusion
The number of results obtained from this AI-powered badminton video analysis can vary depending on the specific research question or objective. However, some common performance metrics that can be analyzed using AI-powered video analysis in badminton include:

1. Player movement: The speed and trajectory of player movements, which can be analyzed to identify areas for improvement in footwork and positioning.
2. Strategy analysis: The analysis of gameplay patterns and strategies used by players and teams, which can inform coaching decisions and training strategies.

The insights gained from this analysis can be used to improve training and performance strategies, leading to better outcomes for players and teams.

The use of YOLOv5 in badminton video analyzer in our work provides several benefits. Its lightweight architecture and fast processing speed make it ideal for real-time video analysis, allowing coaches and players to quickly analyze and improve their performance. With YOLOv5, badminton video analyzer can...
accurately detect and track players, shuttlecock, and other objects in the video frames, providing valuable insights into the players' movements and strategy. Additionally, the use of YOLOv5 can lead to the development of more sophisticated features in the badminton video analyzer, such as advanced tracking algorithms and personalized training recommendations. Overall, the incorporation of YOLOv5 in badminton video analyzer is a significant step forward in enhancing the accuracy and efficiency of video analysis in the sport of badminton.

In conclusion, AI-powered badminton video detection has the potential to greatly enhance gameplay analysis and training. Our approach showed that the AI-powered badminton video detection app can accurately detect and track players and shuttlecocks in real-time, providing valuable insights into player performance and strategy. This technology can be used by players and coaches to analyze gameplay and identify areas for improvement, as well as by broadcasters to enhance the viewing experience for fans. Additionally, this technology can be used in training programs to provide personalized feedback and guidance to players, helping them to improve their skills and achieve their goals. However, there are still challenges that must be addressed in the development and implementation of AI-powered badminton video detection. These include issues of accuracy, data privacy, and the need for robust and reliable infrastructure. Despite these challenges, the potential benefits of this technology make it an exciting area of development for the future of badminton. As the technology continues to evolve and improve, we can expect to see even more advanced gameplay analysis and training tools that will help players and coaches to achieve even greater success on the court.
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