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Abstract
In this article, the spectral theory is considered, we study the spectral families and their correspondence to the operators 
on the reflexive Banach spaces; assume is a well-bounded operator on reflexive Lebesgue spaces then the operator A  is a 
scalar type spectral operator. It is proven that if a weak spectral family            is concentrated on [a,b] then there is a linear 
well-bounded operator                 on the reflexive Banach space X  such that                                                           
holds for all              and               .
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Introduction
This article is dedicated to the spectral theory of the operators 
that are defined on the subset of the reflexive Banachspace X . An 
important example of such operators is a class of well-bounded 
operators, which have spectral decomposition with special prop-
erties. Let us presume that the functional calculus defined on the 
Banach algebra of the absolutely continuous functions AC([a,b])   
on a compactinterval [a,b]  then its operator is well-bounded. 
Assuming that the functional calculus of the well-bounded op-
erator on LP ,1<P<∞ space is contractive then this operator has 
a scalar-type spectral. The last statement is not true in the cases 
when the Banach spaces are not reflexive, for example, on L∞  
[2, 5, 9].

Let us considera simpler example of the theory in Banach space, 
the structure of the projection measure in the Hilbert space H. 
Let (Z, Ʃ, η) be a measurable Borel space and {HZ}z∈Z  be a η 
- measurable set of separable Hilbert spaces [11]. The projec-
tion-valued measure E on (Z,Ʃ) can be defined as a mapping 
from  Ʃ to the set of self-adjoint orthogonal projections on H  
that satisfies E(Z)=IDH ,and the mapping from σ - algebra Ʃ into 
the field                            is a complex measure on Ʃ . In terms of 
the functional calculus this definition can be reformulated in the 
following form: let (Φ, H) be functional calculus on a measur-
able space (Z, Ʃ) , the projection-valued measure is a mapping  
E:                                                           for any       The main result of 
the theory for separable Hilbert spaces is the statement that for 
each projection-valued measure on the measurable space there 
is a unique measurable functional calculus that generates this 
projection-valued measure, and conversely, for each measurable 
functional calculus on a measurable space, there is a uniquely 

defined projection-valued measure [9].  

In the present article, these results are developed and extended 
on the case of the reflexive Banach spaces. We show that pre-
suming (Φ,X) is a functional calculus on the measurable space    
(Z, Ʃ) then there are a semi-finite measure space (Ω,F,µ) and op-
erator U:X→LP(Ω,F,µ) , and an injective pointwise continuous 
∗-homomorphism F: M(Z,Ʃ )→M(Ω,F),  such that Φ(f) =UMFf 
U-1 , where MFf  is the operator of the multiplication byfunction  
.An important result of the representation theory is the following 
statement that if the AC functional calculus of the operator is 
contractive then the operator can be represented as the integral 
with respect to a spectral measure.

The Spectral Decomposition for The Operator In Reflexive 
Banach Spaces
Some definitions and notations.The letter p denotes the scalar 
field usually real or complex numbers, the letters X,Y,Z denote 
reflexiveBanach spaces; L(X) denotes the Banach algebra of all 
bounded linear operators on X , for any real compact interval   
AC([a,b]) denotes the Banach algebra of all absolutely continu-
ous functions with its natural norm, and BV ([a,b])  denotes the 
Banach algebra of all functions of bounded variation with its 
natural norm. It is easy to show thatif a function f  belongs to 
AC([a,b])  thenthis function  f necessarily belongs to BV ([a,b]) 
, however not reciprocally, there is such function g ∈ BV ([a,b])  
, which BV ([a,b]) , in other words,the algebra AC([a,b])  is 
a proper subalgebra of the algebra BV ([a,b])  . Indeed,  let f 
∈AC([a,b]) then for any E<0  there is δ>0  such that for any 
sequence of disjointed intervals{(ai,bi)}i=1,...,n , theproperty:  that 
from                       follows                             is satisfied. Let us 
divide the interval [a,b]  by points                                        into 
parts in such a way that λi+1–λi<δ  for i=1,....,n–1  . Then for any 
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division                             of the interval [λi+1–λi]  , on these parts, 
the sum                                is                             ,so the ,variation 
of the function f  on the interval [λi+1–λi]   is necessarily less than 
εn , thus the variation of the function f  on the [a, b] interval   is 
less than  , so the function f∈ BV ([a,b])   . 

Definition 1. Let A: X→Y be an operator defined on Banach 
spaces X  then the operator A*: Y*→X*  is called the adjoint 
operator to A: X → Y , namely, (A*(f)) (x)= f (A(x))  for all f ∈ 
Y*  and all x ∈ X .
In particular, assuming X is a reflexive Banach space then if op-
erator A: X→ X   then the adjoint operator is A*:X* → X  if oper-
ator A: X→ X*   then the adjoint operator is A*:X* → X .

Definition 2. Let operator A: X→ X  then the set    ρ (A)  of all 
complex numbers such that
 

is called the resolvent set.
The complement σ(A) to the resolvent set is a spectrum of the 
operator  A: X→ X .
The operator R(λ, A) =( λI –A)-1 is called a resolvent of the op-
erator A .

Definition 3.The set { E (λ),  λ ∈ � } of projection operators 
that satisfies the following

is called the spectral family of the operator A .

Condition 1 is a definition of the projection, which means the 
operator E(λ) is a projection onto the subspace X of  created 
by all eigenvectors corresponding to all eigenvalues that are no 
larger than λ  . 
An operator A can be written as
 

where  is a spectral family of A , all limits are understood as lim-
its with respect to the natural topologies. This integral is anop-
erator-valued Riemann-Stieltjes integral in the topology of the 
operator norm.
Let us consider the integral                               as an operator-valued 
Riemann-Stieltjes integral.  
We can build a partition P  of the compact interval [a,b]  as 
a=λ0<λ1<...λn=b  and the direction of the partition               
then if for any chosen set           of points                       there is 
a limit 
 

and this limit is independent of the specifics of the partitions, this 
limit is called the Riemann-Stieltjes integral of the continuous 

function  ,and can be written as 
 .

Theorem 1. For the existence of the integral

it is necessary and sufficient that

Theproof of this theorem is rather standard: first is building the 
upper and lower Darboux-Stieltjes sums and finding their dif-
ference next showing that the conditions of the theorem are the 
necessary and sufficient conditions that the difference between 
the upper and lower Darboux-Stieltjes’s sums converges to zero.   

Theorem 2.If the function f  is continuous and ||E (λ)||  belongs 
to BV([a,b]) as a function of  λ then the integral       
exists.
This theorem is the consequence of theorem 1.

Theorem 3. If the function f ∈ AC ([a,b])  then the integral  
                                 exists.

Proof. For any f ∈ AC ([a,b])  the mapping 

is defined the homomorphism Ψ(f): AC([a,b]) →L(X)    for which 
the following estimation

holds for all f ∈ AC ([a,b]) .

Lemma 1. Let f ∈ AC ([a,b])  and let φ  be a continuous func-
tion of the real argument t  defined on [a,b]  then

Proof. The existence of both integrals is obvious.
By definition, the Stieltes integral is the limit of the following 
integral sums 
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for all x ∈ X , y*∈ X*.  Thus, it has been obtained 
                       and so equality of projection

holds for all a ≤ λ < µ < b .

Since                                             we have E(λ+0)∈K(λ)

For any pair x ∈ X , y*∈ X*and any f ∈ AC([a,b]), the morphism                                   
                               is anelement of the dual space AC([a,b])to   and 
since AC([a,b])  is isometric to L1([a,b])     C  , from the duality 
argument, we have that there are
,which satisfy the following equality

for all f ∈ AC([a,b])  .

For any λ ∈[a,b] , we assume 0 < λ+η < b   then the function

belongs to F(λ,η)  and

Thus, there is a weak limit   

So, λ -almost everywhere, we obtain                                       ,
 and for arbitrary x ∈ X , y*∈ X* , the integral equality

holds for all f ∈ AC([a,b])  . 
Next, we have 

Thus, by taking f (λ) = λ , we have

3. The characteristic of well-bounded operators in terms of 
the weak spectral family
Definition 4. The set {E(λ)∈L(X*), λ∈�}  of projection opera-
tors that satisfies the following conditions  

1. E(.)  is concentrated on a compact interval [a,b] ;
2. E (λ) E (µ) = E (µ) E (λ) = E (λ) for λ≤µ ; and                       ;
3. E(λ) = O for all λ < a   and E(λ) = I  for all b < λ ;
4. there is                                               for all x ∈ X  ,y*∈ X   and 
for all t ∈(a,b)
is called a weak spectral family.

Theorem 5. Let A ∈ L(X)  be linear well-bounded operator then 
there is unique weak spectral family {E (λ) ∈ L(X*), λ ∈� con-
centrated on [a,b]  such thatthe equality

holds for all x ∈ X ,y* ∈ X .

Proof. Let Φ   denotes a functional calculus Φ : AC([a,b])→L-
B(X) then we define a functional calculus 
by the formula                          .
The   is compact functional calculus in the weak topology of AC 
[(a,b)] for the operator A* ∈ LB(X)  .
Let us define a set F (λ,η)  of all real-valued functions f ∈ AC 
[(a,b)] such that  

for all λ ∈[a,b] and 0<η<(b –λ) .The class K(λ,η) can be defined 
as a closure in the weak topology

From η1< η2 follows                           and we can deduce that set 
                        is a weakly compact uniformly bounded set.
We define the subset  of the reflexive Banach space by the for-
mula

Let                                         then there is a net 
with the following property

for all x ∈ X  . Since                          we have y* ∈ Rang(E).

For any θ>0 ,there is η0 > 0  such that 0 ≤ f (t) ≤ θ/2 for all t ∈[λ, 
λ+η0] , so for E ∈ K (λ,η0) there is a net 
with the property                                         .
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Now, we are going to apply the fourth condition of the definition

so

for all y* ∈ X* so                            . Thus, from the inequality 
                                         follows           ,      so the range of   co-
incides with Z (λ) ; the set E  is a projection.

Let us establish that K (λ,η) is a commutative multiplicative 
semigroup. Let                       ,    us have that there are nets 
{gα}α∈Λ ,{hβ}β∈B ∈F (λ,η) such that

and

For all x ∈ X, we have

so                  , thus                                      , uniqueness is following 
from the properties of the projections. We define the set of the 
projection { E (λ)}λ ∈[a,b] on X by presuming E (λ) = O   for   and 
E (λ) = I  for λ > b .

Now, let us establish the properties of { E (λ)}λ ∈[a,b]  . Assuming 
that a ≤ λ < µ < b , and assuming η  is large enough, we are going 
to obtain that from E(λ), E(µ) ∈ K (λ,η)follows E(λ), E(µ) = E(µ) 
E(λ)= E(λ). If  η = µ–λ, then from E(λ) ∈ K(λ,η) follows exis-
tence of the nets {gα}α∈Λ  ∈ F(λ,η) and {hβ}β∈B F(λ,η) with the 
properties                                          and                                        . 
Next, since gα hβ = gα we have 

for all x ∈ X* , y* ∈ X*.  So, we have obtained 
                   and thus equality

holds for all a ≤ λ < µ < b .

Since                                                  we have E (λ+0) ∈ K (λ).                 

For any pair x ∈ X , y* ∈ X*  and any f ∈ AC ([a,b]) , the morphism 
                       is an element of the dual space to AC ([a,b])  and 
since AC ([a,b])  is isometric to                       , from the duality 
argument, we have that there are                                                   ,
which satisfy the following equality 

For any λ ∈[a,b], we assume 0 < λ + η < b   then the function

belongs to F(λ,η)  and

Thus, there is a weak limit                                                        .

So, λ  -almost everywhere, we obtain γ〈x,y〉(λ ) = –〈x,E(λ)y*〉, 
and for arbitrary x ∈ X , y* ∈ X*   , the integral equality

holds for all f ∈ AC([a,b]) .Thus, by taking f (λ) = λ , we have

Let function φ ∈ L1([a,b])  then we can define
thus f (φ) ∈ AC([a,b])  and almost everywhere f ' (φ)(λ) = –φ(λ). 
For any fixed x ∈ X , the mapping (x)(φ) = Φ (f (φ))(x)  is con-
tinuous as the mapping L1([a,b]) → X . So, we have

and the mapping A* (x):X→ L∞ ([a,b])   is such that
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Theorem 6. Let {E(λ) ∈ L(X*), λ ∈ �} be a weak spec-
tral family concentrated on [a,b]  then there is a lin-
ear well-bounded operator A ∈ L (X)  on the reflexive 
Banach space X  such that

holds for all x∈ X , y ∈ X* .

Proof. Assuming {E(λ) ∈ L(X*), λ ∈ �}  is a weak spec-
tral family concentrated on [a,b]  , the linear operator   
A ∈ L (X) can be defined by the following formula

it is easy to see that this operator is linear and the only 
property of it that has to be established is well-bound-
edness.
By the induction and the Fubini theorem, we have   

thus

andthe operator A   is well-bounded.

4. Absolutely continuous functional calculus on 
Lebesgue spaces 
Theorem 7. Let  be a well-bounded linear operator 
on Lebesgue spaces                                . Then the 
operator A  is a scalar type spectral operator. 

Proof. The spectral family {E(λ)} of the operator A  is 
concentrated on the interval [a,b]⊂� .

Let us assume that u ∈ Lp (Ω,Σ,µ), P ∈(1,∞)  and v ∈ Lq 
(Ω,Σ,µ), where 1/p + 1/q =1. We have to show that the 
variation of the function 〈E(λ)u,v〉  is boundedas the 
function of λ . Assume that a = λ0<λ1<...<λn =b is a 
partition of the interval [a,b] . For arbitrary elements   
u ∈ Lp (Ω,Σ,µ), P ∈(1,∞) and v ∈ Lq (Ω,Σ,µ) , the variation 
of the function 〈E(λ)u,v〉  equals

Let m  be an integer such that λm-1< c < λ , so we have

thus for λ < c  we have ||E(λ)||≤1 , and for λ ≥ c  we 
have ||I-E(λ)||≤1 . So ||E(λm)||≤2  and ||E(λm-1)||≤ 1 . 
Since {E(λi)}i=1,....,m-1 and {I−E(λn−i)}i=m−1,...,n  arethe 
increasing sequences of contractive projections, we 
have 

and

In the final conclusion, we obtain

thus the variation of 〈E(λ)u,v〉 can not exceed the val-
ue (4(q − 1)+3)||u|| ||v||. The theorem is proven.

Definition 5. A solitary operator is a bounded linear 
surjective operator U:X→X  on a Banach space that 
for all x ∈ X  and y ∈ X* satisfies the following equality 
                        ,
where U*:X*→X* .

Theorem 8. Assuming (Φ,X)  is a functional calcu-
lus on the measurable space (Z,Σ)  . Then there are 
a semi-finite measure space (Ω,F,µ)  and solitary op-
erator U:X→LP (Ω,F,µ) and an injective pointwise 
continuous ∗ -homomorphism F:M (Z,Σ)→M (Ω,F),  
such that Φ(F)=UMFfU

−1  , where MFf  is the operator 
of the multiplication by f.

Proof. For every set A ∈ ∑, we define measure µx(A) 
=〈Φ(XA)x,x*〉 as a function of x ∈ X, so
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for every bounded f . Now, for every bounded f , we 
define the space                                            , thus there 
is a solitary operator                          as an extension 
of mappings Mb(Z,Σ) → Bx  and f→ Φ ( f ) x           .
Let{xi} and {xi*}  be two sets of unit vectors in X  and    
X* spaces, respectively, with properties 

and

for every i≠k . 
For every k , we can define the set Zk=Z×{k}  as an 
exemplar of Z  then the set Ω  can be represented as 
the disjoint union       . Let 
Let us define an additive set function µ  by the follow-
ing formula

The additive set function µ is the measure on the max-
imal sigma-algebra F on Ω , which includes all mea-
surable mapping Zk=Z×{k}  into Ω .

The operator Wxk  is correctly defined on LP(Zk,Σ,µxk)  
and Wxk : L

P(Zk,Σ,µxk)  →Bxkso we define the operator 
U:X→LP(Ω,F,µ)   by the condition U−1 = Wxk on  . 

Then the ∗-homomorphism F:M (Z,Σ)→M (Ω,F) , we in-
troduce by the formula 
 
For all f ∈(Z,Σ) we define the multiplication operator 
calculus as                     , so the theorem has been 
proven.

References
1.	 Arendt W, Vogt H., and Voigt J. Form Methods for Evolu-

tion Equations. Lecture Notes of the 18th International In-
ternet seminar, version: 6 March (2019). 

2.	 Budde, C., & Landsman, K. (2016). A bounded transform 
approach to self-adjoint operators: Functional calculus and 
affiliated von Neumann algebras. Annals of Functional 
Analysis, 7(3), 411-420.

3.	 Batty, C., Gomilko, A., & Tomilov, Y. (2015). Product for-
mulas in functional calculi for sectorial operators. Mathe-
matische Zeitschrift, 279(1), 479-507.

4.	 Clark, S. (2009). Sums of operator logarithms. Quarterly 
journal of mathematics, 60(4), 413-427.

5.	 Colombo, F., Gentili, G., Sabadini, I., & Struppa, D. C. 
(2010). Non-commutative functional calculus: unbounded 
operators. Journal of Geometry and Physics, 60(2), 251-
259.

6.	 deLaubenfels, R. (1995). Automatic extensions of function-
al calculi. Studia Mathematica, 3(114), 237-259.

7.	 Dungey, N. (2009). Asymptotic type for sectorial operators 
and an integral of fractional powers. Journal of Functional 
Analysis, 256(5), 1387-1407.

8.	 Eisner, T., Farkas, B., Haase, M., & Nagel, R. (2014). Op-
erator theoretic aspects of ergodic theory. Graduate Texts in 
Mathematics, Springer, to appear.

9.	 Haase, M. (2014). Functional analysis: an elementary intro-
duction (Vol. 156). Providence, RI, USA: American Math-
ematical Society.

10.	 Reed, M., & Simon, B. (1980). Methods of modern math-
ematical physics. vol. 1. Functional analysis. New York: 
Academic.

11.	 Schmüdgen, K. (2012). Unbounded self-adjoint operators 
on Hilbert space (Vol. 265). Springer Science & Business 
Media.

12.	 Yaremenko, M. (2021). Calderon-Zygmund Operators and 
Singular Integrals. Appl. Math, 15(1), 97-107.

( ) ( ){ }, ,x bB f x f M Z = Φ ∈ Σ 
( ): , ,p

x x xW L Z BµΣ →

* *, 1k k k kx x x x k N
∗

= = ∀ ∈

*, 0i kx x =

k
k

Z

( ) ( )
kx k

k
A A Z Aµ µ= ∩ ∀ ∈∑ F

( ) ( ), , , ,
k

p p
k xL Z Lµ µΣ ⊆ Ω F

( )( ) ( ), , .F f x k f x x X= ∈

( )FfM U f U −= Φ 1


