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Abstract
The advent of software-defined networking (SDN) has significantly transformed network management by offering modular 
control and data plane characteristics, enabling adaptability and flexibility in managing networks. This innovation entails 
the separation of control and data plane elements to facilitate efficient network administration. Nevertheless, the centraliza-
tion resulting from control plane separation renders SDN vulnerable to cyber threats, particularly Distributed Denial-of-ser-
vice (DDoS) attacks that target SDN controllers. Recently, studies have highlighted the relevance of entropy-based attack 
detection techniques compared to alternative methods. However, relying solely on entropy may overlook detection in specific 
variables, such as flow specification variations. To address the limitations of entropy-based detection systems, we developed 
a DDoS attack detection framework within the SDN control plane, integrating the packet flow initiation and specification 
properties with an entropy-based algorithm to ensure accurate attack detection measures. Our lightweight framework aims 
to mitigate DDoS attacks by detecting their impact in the early stages, thus preventing SDN controllers from being hijacked 
due to excessive packet flooding. The simulation is employed in Mininet network simulator to implement, and the testbed is 
created by focusing UDP flood attacks in widely used data-centric tree topologies. The experimental results demonstrate 
that our proposed solution effectively detects and mitigates novel parameters of SDN-based DDoS floods within 150 packets 
while maintaining minimal delay and high accuracy.
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1. Introduction 
Software-defined networking (SDN) was introduced at Stanford 
University and the University of California at Berkeley to provide 
flexibility in traditional network infrastructure, which typically 
relies on hardware components [1]. As a family of technologies, 
SDNs marked the beginning of revolutionary innovations and 
changes in the telecommunication sector, as seen in the early 
ages of internet [2]. The segregation of network planes provided 
in SDN allowed for adding flexibility, extended quality of service 
(QOS) management, abstraction, and security in already present 
traditional components due to having a broader view under 
centralized control. These features enabled SDN to provide 
dynamic designs of networks, which has enhanced the network 
performance to meet new IT infrastructures, making it more 
like cloud computing than conventional network administration 
methods [3]. 

In traditional networks, each component, i.e. (routers & switches) 
is tightly integrated, making it challenging to develop and 
deploy novel network applications at a fine-grained level. SDN 
overcomes these limitations by separating network intelligence 
from underlying hardware components in the data plane layer. 
One of the prime goals of SDN is to streamline the network by 
separating the forwarding and routing of network packets into 

separate processes [4]. In SDNs, the communication between the 
network planes is performed by different interfaces under SDN 
standardization [5]. The northbound interface (NBI) establishes 
the communication between the application and control layers, 
while the southbound interface (SBI) communicates control and 
application layer communications [5]. A typical NBI example 
is the REST API, while the SBI is operated under the open 
flow protocol standard to implement on hardware and software 
environments to implement the SDN [6,7]. The controller in 
SDN is an essential component that serves as intelligence for 
the whole network [8]. SDN networks with software switches. 
Are implemented using a variety of modeling and emulation 
platforms to virtualize the hardware needs. The generalized 
architecture of SDN as presented in Figure 1 is composed of 
three layers. Moreover, SDN exceptionally provides facilities 
like defining and changing traffic flow rules to lower security 
issues with an end-to-end visibility to provide connectivity rules 
with a central control [9,10]. Based on the above discussion, the 
SDN provides following benefits.

• Programmability: Support to program network according to 
variable needs. 
• Abstraction: provides the necessary functionalities of 
networking needs by hiding functional details.
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• Centralization: Decision management is controlled through 
centralized control known as the SDN controller.
• Dynamicity: SDN provides speedy network design, 
administration, protection, and optimization for network 

resources.
• Open standards: Remove vendor specific needs from underlying 
network components i.e., (routers and switches).

Figure 1: Generalized Architecture of SDNs

1.1 SDN as an Expansion
The rapid expansion in telecommunications sector, virtualized 
servers, and cloud computing requires quick and up to mark 
upgrades in network infrastructure [7]. With arrival of SDNs 
in existing networks i.e., Data centers, and mobile telecom 
operators now have far more dynamic processing and storage 
facilities additional intelligence support [11]. Moreover, further 
research directions have been initiated to achieve energy 
efficiency by dynamically adjusting the network data plane and 
leveraging routing protocols [12]. Some of necessary factors to 
assist the expansion of SDN paradigm are the following:

• Changing Traffic Patterns: Cloud data centers are investigating 
a new way of integrating SDN components that might enhance 
private cloud computing at fine-grained level.
• Existing IT Infrastructures: IT industries are looking forward 
to integrating the SDNs in their existing networks to handle huge 
number of Users' devices, such as smartphones, while satisfying 
compliance demands.
• Big Data: Parallel processing on hundreds of computers is 
required for today's "big data" support Energy Consumption in 
Datacenters which has open doors for SDN integrations.

The remaining work is divided up into the following 
subsections. A comprehensive background of related problem 
of DDoS threats in SDN is presented in Section II, Section III 
discussed the relevant contributions, while a brief description of 
methodology is presented in section IV. Finally in section V, a 
detailed description of results, discussion and conclusion were 
made to summarization objective.

1.2 Background
The centralized network control plane of an SDN-based network 
makes it a preferred target for cyberattacks. If the control plane 
is successfully compromised, the whole network might be 
affected, resulting in significant disruption. Therefore, sectors 
employing SDNs must build comprehensive security measures 
to guard against cyber vulnerabilities to ensure necessary counter 
measures before such situations may arrive.

1.1.1. SDN Security Threats 
Decoupling the control and data plane in SDN brings various 
security challenges which can leverage its centralizations by 
compromising the centralized resources. Denial of Services 
(DoS) attacks are one such common threat which could 
compromise the network resources to disrupt lower its services 
to end nodes. SDN-based DoS attacks bring flooding to control 
and data plane resources to downgrade the entire network [13]. 
To overwhelm the networks resources, the attackers broadcast 
the flood of fake network packets which are processed through 
SDN controller due to lake of policy matching in flow table 
which will eventually fill the flow table in the switches. On the 
other hand, the controller will not be able to handle such a heavy 
load of flow requests which eventually degrade it from its normal 
operations, Due to this, the controller may get compromised and 
unavailable for an extended period. Figure 2 depicts some of 
commonly used SDN-based DoS attacks as categorized by.
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Figure 2: Taxonomy of DDoS Attacks

In this paper we have addressed the problem of DDoS floods 
in SDN and conveyed its negative effects on SDN centralized 
architecture. Additionally, we encountered the issue of Entropy 
based detection for DDoS floods and proposed the integration 
of flow specification properties with entropy-based algorithm 
which detects the attack at a far more accuracy. Our approach 
is lightweight and scalable and handles DoS-related problems at 
their early stages on controller level. 

2. Literature Review
DDoS attacks are considered one of the most common threats 
nowadays, posing critical danger to network services due to 
their ease in carrying out and compromising the availability 
of services in seconds. As analyzed by recent reports, DDoS 
attacks have grown rapidly over the last several years, which 
has caused significant financial losses to the business. The 
difficulty in locating the assailant provided a considerable boost 
to the attack's efficacy. For instance, the mirai botnet attack 
in 2016 affected network availability over the globe, which 
brought down a large portion of the Internet [14]. In 2018, 
GitHub servers were targeted by the largest-ever DDoS attack 
[15]. In another case, the attack using application layer protocol 
produced 129 million requests per second and achieved a total 
traffic level of 1.35 Tbps sent in the attack, which followed the 
severe attack reported in 2016 [15]. During the third quarter of 
this year, the US and the Netherlands had the largest percentage 
of DDoS attack-launching botnet devices [16]. As a result of this 
dilemma, the scientific community has invested a considerable 
deal of time and effort into developing novel ways to protect IoT 
systems against DDoS attacks. 

2.1. Recent Work
SDN brings a flexible quality of service (QoS) for network 
management which helps to manage the dynamic network 
architectures through control plan configurations. These 
configurations, on the other hand are proven robust against 
cyber-attacks in recent works. Although the policies defined in 
SDN control architecture support resilience against network-
based malicious activities, there have been limitations in 
handling a wide variety of attacks i.e., DDoS attacks. To address 
this problem, has given detection and prevention solutions for 
DDoS attacks using Mininet, a standard emulator for SDN. 
Their framework measured the flow statistics from switches 
and parameters like packet rate and bandwidth [17]. If a sudden 
increase in packet rate was detected, it was considered an 
ongoing attack, mitigated by producing the forwarding rule for 

that node, which drops the packets. The research presented by 
has proposed the solution using an ODL controller by installing 
[18]. Their solution mitigated the adverse effects of flooded 
traffic under a negligible controller overhead. The controller 
collected the flow statistics and estimates the throughput of these 
flow rules to predict the possibility of an any flood attack. Based 
on its threshold estimation, it can block traffic that increases by 
its defined limit. This work posed some limitations, like if the 
attack could bypass the threshold value, the network could be 
compromised easily.

The work presented in developed an SDN integrated intrusion 
detection system (IDS) that reacted to attacks near to their source, 
guaranteeing regular operation. The idea combined an IDS that 
autonomously identify UDP-based DDoS attacks and created 
an alert to the SDN controller [19]. In addition, the suggested 
solution employed various SDN controller-to-network device 
traffic forwarding rules. According to the assessment findings, 
this approach identifies numerous forms of DDoS-related 
cyber-attacks in real-time, removing the adverse effects on the 
network's performance. The continuous updating of IDS against 
novel attack patterns remained a concern. In DDoS attack 
detection is done using the flow collection per unit time [20]. It 
followed the concept of the sudden increase in flow states which 
is later represented as a denial-of-service attack. When a sudden 
increase is detected, the flow rule was specified, which blocked 
the malicious traffic to spread further in the network. This work 
has shown limitations, i.e., dependency on a specified threshold 
limits for detection, resulting in a severe downgrade when the 
attack specifications are changed. On the other hand, this system 
could fail in case of a low packet forwarding rate. 

A dynamic decision-making system is introduced by at SDN 
switches to filter malicious packets involved in denial-of-service 
attacks. When determining whether a packet is malicious or not, 
the system considered a number of characteristics. The packet 
is discarded if the system detected a packet's score exceeds the 
danger level [21]. On the other hand, the packet can pass to 
its regular route if the packet score is below the danger level. 
In this work, the authors have failed to address the limitations 
of packet properties against a certain threshold level which 
can cause the system's failure even when there is no attack. 
Moreover, the framework needed to be trained against more 
datasets for scalable results [22]. In researchers have tested 
multiple machine learning algorithms for detecting and blocking 
DDoS attacks in an SDN network. The techniques for detection 
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assessment include training, choosing the best relevant model for 
the network, and implementing the model into threat detection 
and mitigation strategy. According to their findings, J48 beaten 
the other ML techniques in case of performance, training and 
testing time. However, training and testing constraints on these 
algorithms reveal detection limitations, which may result in 
false alarms or outright failure to detect.

In a protocol-independent approach, 'Flood-Defender,' using 
the SVM algorithm is introduced [23]. This technique used 
three approaches, i.e., table miss mechanism, packet filtering, 
and flow table management. This approach has shown some 
limitations i.e., increased false-positive rate with an increased 
attack rate, that need to be addressed. Moreover, the attacker can 
evade detection by sending packets at a lower rate. The problem 
of low-rate flood attacks is solved in the work presented by 
using principal component analysis (PCA) [24]. This work tried 
to demonstrate the limitations of entropy calculation in case 
the DDoS flood is mixed in normal traffic [25]. In the authors 
implemented entropy to detect DDoS attacks at the controller 

level. The research used a considerably low window size for 
the detection of attacks. Moreover, the research only focused 
on high-rate attacks under some critical scenarios, which raised 
questions on its validity in some critical test cases.

In SDN centralized architecture is addressed against DDoS 
attacks using a lightweight entropy detection solution to detect 
the attack. The work also showed some fundamental limitations 
as it only deal with detecting attacks, and no further measures are 
taken. Secondly, there is no identification of the path followed by 
the attack, which could be necessary for the mitigation process 
later [26]. In entropy-based solution is used for mitigating TCP-
syn flood attacks in three steps, i.e., entropy, standard deviation, 
and weighted moving average. This work has shown the 
significance of entropy-based solutions due to their lightweight 
properties in SDN controllers. On the other hand, the research 
is validated explicitly on a few parameters of flood attacks. To 
summarize the previous contributions, a concise list of pros and 
cons has been listed in table 1.

Table 1: Pros and Cons of Recent Work

Work Pros Cons
[17] Appropriate in high-rate flood 

attacks
Performance downgrade in slow rate 
DDOS attacks.

[18] Essential in QoS The attacker could bypass the 
threshold value and the network

[19] Low overhead Dependency on IDS 
[20] Attack mitigation at the data plane Detection is based on packet score 
[21] Attack mitigation at the data plane Detection is based on packet score 
[22] Detection of novel attack features Novel attack features can fluctuate 

False/Positive rate.
[23] Protocol-independence Packets can be sent at a very low 

rate to avoid detection
[24] Efficient for slow rate DDoS 

attacks 
Validity of work is not confirmed in 
other DDOS parameters

[25] Lightweight and early detection Validity in attack parameters is not 
conformed

3. Methodology  
This section presents a detailed state of the art methodology 
for DDoS attacks detection and mitigation in SDN centralized 
architecture.

3.1. Research Framework
SDN provides the facility of programmability, which can be 
used to implement security policies. In this research, an attack 
detection algorithm based on entropy variation of destination 
IP addresses is written inside the SDN controller, which can 
detect malicious DDoS attacks based on randomness in network 
traffic. The algorithm is based on three key concepts a measure 
of variation in entropy of destination IP addresses, rate of flow 
initiation, and flow specification. The Shannon-Wiener index, 
also known as entropy, is a fundamental notion in information 
theory and is used to calculate the entropy of random 
variables, i.e., a destination address, measures uncertainty or 
unpredictability to determine the possible change in network 
states. The entropy is calculated in the range of [O log2nip], 
where the term "nip" represents the amount of destination Ip 

addresses. When all the traffic is headed in the same direction, 
the entropy value is at its lowest point. Similarly, the entropy is 
maximized when traffic is sent across random destinations. The 
collection of packets for entropy analysis is accomplished via 
a window of a specified length. Using a window calculated in 
time, reduces the computational cost of the entropy calculation. 
On the other side, the accuracy of the entropy computations may 
be degraded during periods of low traffic demands, using a fixed-
time window. This problem is solved by using a window size 
determined by the received packets. The packets' destination IP 
addresses will be used to split them into groups for each window. 
Because they are in distinct groups, packets within a group may 
have various source addresses, but they will all have the same 
destination address.

Here the destination IP addresses are used as a characteristic 
metric. Randomness is measured by the number of times each 
IP address appears in the window. The relative frequency of the 
destination IP address is measured using the following formula.
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Fi = ni /n
Where ni shows the total packets with destination IP address 
The entropy is computed using the following formula.

H= -∑i=1Fi log2 Fi
Where 0≤ Fi ≤1 ⤇ H ≥0

Entropy is maximized when the m IP destination addresses' 
relative frequencies are equal. (Fi = 1/m for all i). Let us say we 
have N packets and want to know the likelihood that each packet 
will arrive at its intended destination. Fi= 1/N and H = −Σ1/N × 
log2 1/N. Entropy will be lowered if a small ratio of packets, i.e., 
10 out of 30 packets, are sent to a single destination address. This 
way, DDoS traffic can be identified in a few packets, essentially 
used to mitigate DDoS attacks in the early phases, leaving 
enough resources for the controller. Moreover, entropy itself 
can be biased if attacker somehow manage to match attack flow 
according to threshold values. One common case in this regard is 
to launch DDoS attack on multiple destinations which ultimately 
lower the attack impact on entropy. To cover this problem, flow 

initiation and specification properties of network packets are 
integrated with entropy algorithm to ensure low False/Positive 
behavior. Flow rate of traffic is calculated by formula as

FR = n/t

Where n = window size and t = time of window. 

Compared to entropy if the initiation rate is less than threshold 
value the network is in safe position. Moreover, the flow 
specification parameters are calculated on properties like packets 
per flow, number of bytes per flow and the duration of flow. 
In Figure 3: Research Framework, a complete framework of 
research is presented in detail. The suggested algorithm can be 
embedded in any SDN controller until its required modifications 
are supported. The detection specifications in proposed work is 
simplified in Specifications. Given below. Moreover, the validity 
of the proposed detection system is tested on well-known 
network arrangements shown in further sections.  

m

Figure 3: Research Framework

Operations performed in this research can be understood by the 
given steps.
• Network traffic states are collected on the SDN controller to 
perform the detection procedure 
• If the value of entropy exceeds the threshold limit, then it is 
considered a DDOS traffic. 

• Traffic is monitored against the rate of flow initiation and spec-
ification for further validations to reduce error.
• If the attack is confirmed, a detection alert is printed along with 
the suspected nodes and attack is mitigated by blocking its path.
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Table 2: Detection Specifications

Specifications Parameters
Procedure Entropy variation, Flow initiation and Specification rates
Packet Window 30
No. of Repetitions 5
Entropy in Normal Traffic 1.3
Entropy During Attack 0.4
Threshold 0.5

3.2. Algorithm  
Step 1: Initialization
• pkt_count = 0
• win_count = 0

Step 2: Collect packet_in events
• Select a window size and its count
• Wait for packets to be received 

Step 3: Calculate the entropy 
• Count the entropy for normal and attack case
• Set an optimal threshold entropy value

Step 4: Compare the entropy with the threshold
• if entrpy_cal  < threshold
• win_count = window_count + 1
•  if win_count == 5

Step 5: Verify Attack 
• Apply flow initiation rate by using 𝐹𝑅= 𝑛/𝑇𝑊 where n = size 
of the window and 𝑇𝑊 = window duration 
• Apply flow specification by analyzing.
a. The number of received Packets /flow. 
b. Bytes / flow. 

c. Duration of flow. 
 
Step 6: Detection 
• Print block status of Ip and port id of nodes.
• Print time of the suspected attack
• Remove/Update Flow rules.
• Block requests from that IP

3.3. Experimental Design
The simulation is conducted on Mininet  Virtual machine with 
ubuntu 16.04 support in a high-end system having intel i5-
8200U CPU with 32 Gb of RAM to avoid resource constraints 
by carefully analyzing SDN-based DDOS attacks problem in the 
state of the art [27]. Then the specific tools, i.e., putty, xming, 
and Wireshark are interacted with simulation environment to 
continually monitor the findings. The detailed analysis of whole 
experimental design is given in subsections below

3. 4. Network Design
Network topologies may have specific vulnerabilities against 
DDOS attacks due to their arrangements. To test this impact two 
different datacentric topologies as shown in Figure 4 have been 
made to test the validity of the solution against DDOS traffic 
using a centralized SDN controller known as 'POX' .

Figure 4: Network Topologies

Scapy a widely used packet manipulation tool is used to 
generate the network traffic with variable properties. In addition 
to packet generation, sniffing, scanning, and forging, Scapy is 
also used for creating DDoS foods of variable types under UDP, 
by manipulating different attack features. Lastly the proposed 
detection algorithm is also tested on ICMP ping flood attacks 
under given scenarios [28].

3.5. Testbeds
The testbed is created to validate all possible attack situations 
under UDP, and ICMP ping flood attacks. In experimentation, 
these DDoS attacks are performed by changing their patterns 
in the forwarding properties like bytes sent, duration, and by 
changing the number of nodes to increase or decrease the flood 
to make several distinct attack patterns. Pattern-1 is designed 
to have a distinct difference in legitimate and malicious traffic. 
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The attacking hosts generate malicious traffic with variation 
of 28%, 35%, and 63% of malicious traffic using a number of 
botnets. Similarly, in the case of multiple destinations attacks, 
26%, 42%, and 54% attack load using multiple attacking botnets 
is generated toward multiple destinations. Attack rate can be 
calculated by the formula given as:

Attack rate = (DDOS traffic/ Total traffic) × 100

In pattern 2, the normal and malicious traffic characteristics are 

mixed to have similarities. This test is created to reveal the error 
rate when the attack behaves like a legitimate flow. Both attack 
situations, i.e., single destination or multi-destination, include 
more than 20 simulations to get average response rates regarding 
delay and accuracy. In a multi-destination attack, multiple 
victims are targeted by multiple malicious nodes depending on 
the type of topology to produce specific loads while splitting 
the attacks into groups of destinations. Table 3 describes the 
parameters used for the testbed in detail [29].
 

Parameters Specifications
Type of DDoS Flood UDP, ICMP
Attack generation Single and multiple destinations
Tool to Formulate the Attacks Scapy
Simulation Topologies Tree Topology
SDN Architecture Centralized
Controller Pox
Simulator Mininet

Patter 1 Pattern 2
Normal traffic characteristics
Payload 18 bytes Payload 18 bytes

Packets sent 7 Packets sent 4
Interval (s) 0.2 Interval (s) 0.1
Rate of traffic (packets/second) 5 Rate of traffic (packets/second) 10
Rate of flow (flow per second) 0.6 Rate of flow (flow per second) 2.5
Single destination attack characteristics
Payload - Payload -
Number of packets sent 1 Number of packets sent 1
Interval (s) 0.08 Interval (s) 0.08
Rate of traffic (packets/second) 12.5 Rate of traffic (packets/second) 12.5
Rate of flow (flow per second) 12.5 Rate of flow (flow per second) 12.5
Multiple destination attack characteristics
Payload - Payload -
Number of packets sent 1 Number of packets sent 1 
Interval (s) 0.03s Interval (s) 1 
Rate of traffic (packets/second) 33 Rate of traffic (packets/second) 33.3
Rate of flow (flow per second) 33 Rate of flow (flow per second) 33.3

Table 3: Testbed Specifications

4. Results  
After a complete implication of proposed experimental design 
on given problem, the detailed results and discussion given 
under following subsections.

4.1. Detection Accuracy
In DDoS attacks, numerous attacking hosts transmit the 
malicious traffic to a single location which increases the attack's 

amplitude to disrupt the target swiftly. The single and multi-
destination attacks by changing the attack rates are examined 
to validate the detection process. A multi-destination attack is 
performed to validate conditions where every network node can 
be targeted. Figure 5 represents the load on the network before 
and after the DDoS attack is detected and mitigated. Further 
analysis of DDoS attack detection and mitigation is discussed in 
the below subsections.

Table 4: Normal and Attack Traffic Patterns
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4.1.1. Single-Victim Attacks
The detection analysis performed in single destination attacks 
uses distinct patterns, as discussed above in section. A notice-
able difference between normal and attack traffic patterns has 
been set in the first scenario. Here denial of service attacks is 
performed 20 times in each 28, 35, and 63 percent load cases. 
In this case, the algorithm quickly detects malicious traffic by 
attaining maximum accuracy, analyzing a sudden change in en-
tropy values without involving other validation parameters like 
flow initiation and specification to validate the attack flow. In 

the second pattern, the attack traffic is mixed with regular traffic 
characteristics to check how far the algorithm can detect attacks 
under a bearable error rate. On careful observation of obtained 
results, it is observed that the algorithm is working with a max-
imum detection rate of 98.75% by involving the other two pa-
rameters of detection algorithm. Here, an increasing error rate in 
term of false positive (FP) and False negative (FN) behavior is 
observed due to variation of traffic pattern with short and long 
flows where the shorter flows resemble the attack traffic. 

Figure 5: Network Load in Before Detection and After Mitigation of DDoS Attacks.

4.1.2. Multi-Victim Attacks
In this simulation, 20 distinct runs are carried out for each pattern 
to have an average effect of detection algorithm on malicious flow. 
Using the scapy packet manipulation the to implement different 
rations of attack and normal traffic with variable number of 
normal and attacking nodes. One host node creates attack traffic, 
while the other 19 hosts run regular traffic for a 26 percent attack 
ratio in the first scenario. Secondly, two attack nodes deliver the 
attack toward eight destinations, while 18 hosts generate legal 
traffic, resulting in 42 percent of the attack traffic sent by two 
hosts. After three hosts have sent attack traffic, 17 hosts create 
legal traffic while attacking 12 destinations produces 54% of the 
traffic load. In Pattern1 a similar characteristic as in pattren1 of 
single destination attacks are detected with a 100% detection 
rate in all applied attacks is observed because the algorithm can 
successfully differentiate attacks based on entropy. In pattern 2, 
attack characteristics are mixed with legitimate traffic, as done 
in a single destination (pattern 2) attack case. Because the attack 
traffic is split over several locations, the effect of the attack 
falls below the threshold level. In these novel attack conditions, 
the algorithm still achieved an up to mark 96.25% accuracy 
by applying flow initiation and specification parameters. This 

sudden downfall in detection accuracy is happened because 
choosing a suitable threshold is complex, and it is challenging 
to establish a margin that fits both flow types (normal and attack 
flow). 

4.2. Detection Time
The intended goal of this investigation is to identify DDoS 
floods as early as possible. It is detected that the detection delay 
lowers as the attack load rises since the more traffic there is, the 
faster the packet sample window will be captured as depicted in 
Fig 7(a) and (b). It is observed that, the DDoS traffic is detected 
and mitigated by controller in single-destination attacks under 
an average of 14.08 seconds in all proposed single victim test 
scenarios. In multi-destination attacks, the average detection 
time is recorded to 20.09 seconds as well. The sudden delay 
of 6.01 seconds as compared to single destination attacks case 
is due to the properties of attack traffic in normal traffic to 
behave like normal flows which ultimately reduced the average 
efficiency and caused a considerable delay. Figure 6 (a) and 
(b) illustrate the average detection delay in single and multi-
destination attacks.

Figure 6: Detection Delay in Single vs Multiple Victim Attacks
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Table 5: Comparison of Current Work with Recent Contributions

 [20] [24] [25] [29] [30] Proposed work
Techniques Flow Rate PCA Entropy Entropy Entropy Entropy, Flow Initiation & 

Specification
Centralized Architecture      

Attack Traffic UDP UDP UDP UDP UDP UDP, ICMP
Network Topology Linear Ring Tree Tree Tree Simple and Meshed Tree 

Topology
Attack Sources 3 to 4- 2 to 3 2 only 1 to 5 1 to 7 1 to 12
Controller RYU POX POX POX POX Pox
Find the Attack Path -  - -  

Error Rate (Low) High Directly 
proportional

   

Controller Overhead High  Low moderate moderate Moderate Low

Based on the given study, the following limitations can be count-
ed as (a) The analysis is based on centralized SDN architecture 
and (b) short and long flow characteristics can be analyzed using 

machine learning. Based on the current work, a detailed com-
parison with the previous solution is presented with state of the 
art in Table 5.

5. Conclusion
Distributed Denial-of-service (DDoS) attacks are notorious for 
overwhelming networks by exhausting resources like bandwidth 
and computational capacity. In most cases, attackers bombard 
network services with a vast amount of illegitimate traffic, 
frequently utilizing botnets. Nevertheless, in the context of 
software-defined networking (SDN), achieving a successful 
attack does not necessarily require an extensive flow of malicious 
traffic. Rather, the attack flow can be dispersed to evade detection 
measures while still impacting the controller and switches. To 
counteract these attacks, SDN-based DDoS detection methods 
must be highly scalable, as attackers continuously develop 
new strategies to circumvent detection. Furthermore, detection 
latency must be minimal to allow for sufficient time to implement 
a mitigation process. This study's primary objective was to 
develop a robust and lightweight solution for early detection 
of various DDoS attacks. We incorporated resilience into the 
SDN controller, enabling it to detect and mitigate malicious 
DDoS activity based on network traffic variations. The proposed 
solution achieved a high detection rate of 98.75% with an 
average delay of 14.08 seconds under diverse attack patterns, 
targeting a single victim within the network. To further examine 
the impact of DDoS attacks, we conducted multi-victim attacks, 
where the algorithm maintained overall accuracy between 
96.25% and experienced an average delay of 20.9 seconds for 
mitigation, albeit with a slight performance decline. The reduced 
performance of the algorithm can be attributed to the attack 
bearing similarities to regular network traffic. Early detection 
is confirmed by the approach's utilization of only 150 packets, 
demonstrating that an attack can be identified before it begins to 
compromise the network. In future work, we aim to implement 
this methodology in detecting low-rate attacks in Internet of 
Things (IoT) contexts. 
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