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Abstract
The Class imbalance Problem is a common problem in Machine Learning where the number of instances in one class is 
significantly lower than the other, this can lead to biased classification models where the majority class dominates and 
the minority class is mis- misclassified. Decision Tree Classifiers are commonly used for classification tasks due to their 
simplicity and in interpretability. However, the class imbalance Problem can negatively impact the performance of decision 
tree Classifiers [1]. In this paper, we discuss a new approach to training a decision tree classifier that is an improvement 
over a pre-existing approach. We also provide experiments to prove that the proposed method is an improvement over the 
preexisting metrics.
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1. Introduction
Decision Trees are the most popular model of computation for the 
classification of data.  The decision tree model can be built using 
various models like ID3 [2] and C4.5 algorithms. This algorithm 
applies a recursive partition method to construct the tree. However, 
these algorithms have been shown to have certain limitations 
towards imbalanced datasets. The types of datasets have the 
characteristic feature of having a different number of instances 
among the classes. In an imbalance, a class with a smaller number 
of instances is known as the minority class and a class with a larger 
number of instances is known as the majority class. The accuracy 
of the model to predict the minority class is an area of interest. This 
is especially true in situations where failing to predict a minority 
class correctly can have significant real-world implications such 
as in the medical field where one can fail to diagnose cancerous 
tissue. One solution presented by [3] is to consider entropy only 
in the vicinity of the minority class range when deciding on which 
attribute to split on during the induction step.

However, this paper uses entropy as a measure of impurity which 
is known to increase training time. In this paper, we propose 
combining the Gini index with the minority entropy approach 

presented in [2]. Which we hope will decrease training time 
without any impact on accuracy.

1.1 Background
We plan to read the following papers listed in the reference section 
namely [4-6] a popular technique discussed which is called the 
Synthetic minority sampling technique. The above method is an 
oversampling technique where the minority class is over-sampled 
by taking each of the minority class samples and introducing 
synthetic data into the training examples. Although the above 
techniques alleviate overfitting by introducing random sampling it 
does not take into consideration neighboring examples from other 
classes and thus can introduce additional noise. Additionally, the 
approach discussed in [4] which is Adaptive Synesthetic Sampling 
generates synthetic samples inversely to the density of examples 
in the minority class which suffers from the sample drawbacks as 
[5]. In Contrast, the method discussed in [paper] tries to modify 
the induction process for the decision tree classifier. During the 
induction step, the author uses entropy as a measure of information 
gain to evaluate all instances that lie in the vicinity of the minority 
class. One potential drawback of using such a method is that the 
training time might be greater than when we use other metrics like 
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Gini- index to train the model.

1.2 Problem Formulation
We are going to modify the standard decision tree algorithm 
described in [7]. In each iteration of the algorithm when choosing 
the attribute that best classifies the instances, we will use the Gini 
index combined with the approach described in [4]. To Elaborate 
further, the measure for best classification taken by [2] is to 
evaluate entropy over the instances that lie in the vicinity of the 
minority class. In our work, we will instead use the Gini index 
over the instances that lie in the vicinity of the minority class. 
Specifically, let spra (D) represent the set of all instances (from 
both minority and majority classes) for which the value of attribute 
“a” lies within the range of possible values of “a” in the minority 
class.  Where D is the set of all training Examples. The definition 
of spra(D) can be given as follows:  spra(D)   = {i ∈ D|minproja(K)   
≤  proja(i) ≤ maxproja(l)}

1.3 Evaluation Criteria
We plan to the following dataset from the UCI repository. Wine 
dataset:
The wine dataset is a dataset that consists of continuous attributes. 
The attributes in the dataset are namely:
•	 Alcohol
•	 Malic acid
•	 Ash
•	 Alkalinity of ash
•	 Magnesium
•	 Total phenols
•	 Flavanoids
•	 Nonflavanoid phenols
•	 Proanthocyanins
•	 Color intensity

•	 Hue
•	 OD280/OD315 of diluted wines
•	 Proline

1.3.1 Breast Cancer Dataset: This dataset consists of real-valued 
attributes and these attributes include:
•	 radius (mean of distances from the center to points on the 

perimeter)
•	 texture (standard deviation of gray-scale values)
•	 perimeter area
•	 Smoothness (local variation in radius lengths)
•	 compactness (perimeter2 / area -1.0)
•	 Concavity (severity of concave portions of the contour)
•	 Concave points (number of concave portions of the contour)
•	 Symmetry

1.3.2 Iris Dataset: This consists of real-valued attributes namely:
•	 sepal length in cm
•	 sepal width in cm
•	 petal length in cm
•	 petal width in cm
•	 class

1.4 Experimental Results
In our experiment we apply the Minority Gini Heuristic on the 
wine (?) and Ecoli Dataset (?). We then use the Accuracy as a 
measure to compare the accuracy of the hypothesis that is derived 
from using the Minority Gini to the Minority Entropy as well as 
Entropy (Which is the traditional heuristic used in the ID3 model). 
We compute the accuracy of all three decision trees based on the 
training set, test set, and validation set.  The data from the above 
experiment is tabularized in the following tables

Training Time

Data-Set Entropy Minority- Entropy Minority- Gini-Index
Iris 0.0816 0.0961 0.093
Wine 0.243 0.2638 0.2578
Breast 2.4092 3.2109 2.5092

Accuracy
The accuracy of the decision tree on the training dataset can be summarized in the following tables.

Training Data-Set

Data-Set Entropy Minority- Entropy Minority- Gini-Index
Iris 1.0 1.0 1.0
Wine 1.0 1.0 1.0
Breast 1.0 1.0 1.0
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Test Data-Set

Data-Set Entropy Minority- Entropy Minority- Gini-
Index

Iris 0.96 0.94 0.94
Wine 0.93 0.87 0.87
Breast 0.94 0.94 0.93

2. Results and analysis
From the above data represented in the tables, we can infer the 
following regarding the heuristic used to split the data at a given 
node
• Accuracy: From the above data we can make the following 
inference on each of the datasets.
• Training Dataset: n terms of training accuracy there is no 
significant inference that can be observed as we see a 100
• Test Dataset: We see that MinorityGini is comparable to minority 
Entropy in terms of accuracy on the test data.
• Training Time: In terms of training time, we see that Minority 
Gini is significantly faster than Minority Entropy on all datasets 
used in the experiment. It can also be observed that the Minority 
Gini is comparable to that of entropy in terms of training time.

3. Conclusion
Thus, from the above paper we introduce Minority Gini-Index 
as a measure to split a node in a decision tree induction process. 
Additionally, from our experiments on the various datasets used 
in our experiments, we have shown that the new heuristic is 
comparable to the original induction process which uses Entropy 
as a measure in terms of training time and accuracy. Additionally, 
it has shown to be an improvement over minority Entropy.
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